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] ABSTRACT

Linear-quadratic sampled-data regulator theory is used to

design several Type 0 and Type I control laws for laterairdirectional

aircraft dynamics. Control structures are defined for singular corn-

mand inputs and for control rate outputs; the former allows for pre-

cise following of a command whose integral appears in the state vec-

tor, while the latter uses both a difference approximation and the

Tustin transform to characterize control rate in the discrete-time
domain. Type 0 controllers with control rate restraint and "equiva-

lent" Type 1 controllers are implemented in a microprocessor-based

digital flight control system, and flight tests are conducted usinig

Princeton University's Variable-Response Research Aircraft. The con-

trol system, entitled CAS-4, offers four combinations of control:

direct (unaugmented) control, Type 0 control with both roll rate/

sideslip angle and roll rate/lateral acceleration command combina-

tions, and Type 1 control-with roll rate/sideslip angle command.

Ground-based hybrid simulation and flight tests results show

that major closed-loop response features are unaffected by the choice

of sampling rate when sampled-data regulator is used. Consequently,

much lower sampling rates than would normally be expected can be

used when control laws are derived in this manner (a sampling rate

of 10 sps is primarily used in this investigation, though lower

sampling rates are investigated as well).\ The control laws provide

* improved comtmand response and exhibit improved steady-state decoup-

ling over the open-loop dynamics at all sampling rates investigated.

* Hybrid simulations show the Type I system to be extremely sensitive

to noise inputs. Flight tests verify this sensitivity to distur-

bances and measurement noise, indicating the need for state estima-I

tion and/or control law restructuring. The Type 0 controller provides

satisfactory pefformance without state estimation.

'The results derived through this investigation and presented

herein provide additional evidence that digital flight control through



modern control theory will be a practical way of implementing flight

control systems in future high performance aircraft.
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ABSTRACT

Linear-quadratic sampled-data regulator theory is used to

design several Type 0 and Type I control laws for lateral-directional

aircraft dynamics. Control structures are defined for singular com-

mand inputs and for control rate outputs; the former allows for pre-

cise following of a command whose integral appears in the state vec-

tor, while the latter uses both a difference approximation and the

Tustin transform to characterize control rate in the discrete-time

domain. Type 0 controllers with control rate restraint and "equiva-

lent" Type I controllers are implemented in a microprocessor-based

digital flight control system, and flight tests are conducted using

Princeton University's Variable-Response Research Aircraft. The con-

trol system, entitled CAS-4, offers four combinations of control:

direct (unaugmented) control, Type 0 control with both roll rate/

sideslip angle and roll rate/lateral acceleration command combina-

tions, and Type I control with roll rate/sideslip angle command.

Ground-based hybrid simulation and flight tests results show

that major closed-loop response features are unaffected by the choice

of sampling rate when sampled-data regulator is used. Consequently,

much lower sampling rates than would normally be expected can be

used when control laws are derived in this manner (a sampling rate

of 10 sps is primarily used in this investigation, though lower

sampling rates are investigated as well). The control laws provide

improved command response and exhibit improved steady-state decoup-

ling over the open-loop dynamics at all sampling rates investigated.

Hybrid simulations show the Type 1 system to be extremely sensitive

to noise inputs. Flight tests verify this sensitivity to distur-

bances and measurement noise, indicating the need for state estima-

tion and/or control law restructuring. The Type 0 controller provides

satisfactory performance without state estimation.

The results derived through this investigation and presented

herein provide additional evidence that digital flight control through



modern control theory will be a practical way of implementing flight

control systems in future high performance aircraft.
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1. INTRODUCTION

Future high performance aircraft will require some form of

command or stability augmentation to meet handling qualities require-

ments while achieving performance objectives. Reasons for such sys-

tems include the relaxed static stability and increased pilot work-

loads inherent in future high-performance aircraft. Flight control

technologies which promote the development of complex and reliable

control systems are therefore essential to continued successful pro-

gress in aircraft development.

Modern control theory and digital microprocessors can be expected

to play complementary roles in these developments; they provide both

the method for designing complex control structures and the means for

implementing them in flight. Modern control theory makes use of state

space, time domain, and optimal control concepts, as well as frequency

domain methods (1). Relying heavily on matrix theory and linear algebra,

modern control uses high-speed digital computers to generate gains for

complex control structures. It is the tremendous computational capa-

bility of digital computers which allows these complex control laws

to be put into practice. Recent developments in large-scale integrated

circuit technology have provided us with microprocessor-based computers

that contain much of the computational ability of larger computers,

but with significant reductions in size and cost. Together, these

technologies form an attractive approach to digital flight control,

but both must be proven in flight as a logical step to acceptance.

This report presents an experimental program designed to study

the application of modern control theory to aircraft control and the

use of microprocessors in performing the control computations. Lateral-

directional control laws resulting in two-input/two-output command

modes based on Type 0 and Type 1 structures are formulated. The control

laws are coded for use by the microprocessor-based digital flight con-

trol system (Micro-DFCS) installed in a research aircraft, and actual

flight tests are conducted.



1.1 THE NATURE OF DIGITAL FLIGHT CONTROL

It is becoming increasingly apparent that digital imple-

mentation of control logic is necessary to realize the full potential

of flight control. Analog logic can perform the basic functions;

however, as the requirements imposed on the flight control system

increase, the control and monitoring functions are more effectively

accomplished with digital processors. Advantages afforded by digi-

tally mechanized flight control systems i: clude the following:

* Easy implementation of advanced control laws

* Flexibility in adding or changing inctiG:,s

* Ability to schedule gains accordinf *o flight condition

* Repeatability of performance

• System integration and hardware economy

* Increased reliability

* Potential for future growth

The first two advantages can be attributed directly to the digital

computer's computational ability and flexibility. The normal instruc-

tion set of a digital computer allows routine performance of many mathe-

matical operations that would cause severe hardware problems in an

equivalent analog system. Mathematically complex control algorithms

that would tax an analog system can be performed routinely by a digi-

tal computer. Similarly, the software implementation of control

algorithms provides much more design flexibility than does analog

hardware implementation. Once the digital system hardware is imple-

mented--that is, once the necessary interfaces between pilot command,

aircraft sensors, surface actuators, and the computer itself are imple-

mented--all that is required to alter a control law or to add a new

mode of operation is a program change. While a program change is not

necessarily easier than a hardware change, the logistics involved are

much less painful. In the long run, this will benefit not only the

airframe manufacturer and equipment suppliers during the development

program, but the user as well, as field modifications will be easier to

accomplish [2].

1-2



The third advantage is a result of the digital computer's condi-

tional logic. Because the control laws are derived with respect to a

given flight condition, fixed gains may not be acceptable everywhere

in the flight envelope. The digital computer can accept inputs from

the sensors, evaluate the flight condition, and adapt to the changing

environment by choosing new gains from a table in memory or by choos-

ing an entirely different mode of operation.

The digital computer provides more repeatable performance than do

analog systems [31. One reason is that the digital computer is less

sensitive to power supply variations than are analog systems, i.e., com-

putations are not altered by voltage or current fluctuations. Digital

computations are not subject to accumulation of null offsets or gain and

time constant tolerances as are analog signal paths; roundoff and trun-

cation provide similar error in the digital system, though at a hope-

fully lower level of significance. The digital computer also signifi-

cantly reduces the number of separate components through system integra-

t ion.

Perhaps the greatest potential improvement in flight control tech-

nology offered by digital systems is increased reliability through

redundancy and built-in test logic. The conditional logic of a digital

system allows much more comprehensive built-in test capability without

additional hardware expenditures. A typical analog built-in test system

with 85 to 95 percent test coverage requires circuitry that amounts to

20 or 25 percent of the total system hardware, while in an equivalent

system mechanized digitally, test functions account for 1 to 4 percent

of the total system hardware 141. The digital computer allows more ef-

fective redundancy management through signal voting, and it can reorgan-

ize itself to accommodate system failures. The ability of the computer

to integrate functions reduces the number of interfaces, which in turn

provides better in-flight testing, easier fault isolation, and simpli-

fied maintenance.

While improvements in analog systems continue to be made, improve-

ments in digital systems are occurring at a much greater rate. This is

I - ~1-3__-_ _



especially true in the case of large-scale integrated circuit technol-

ogy, where advancements in design and manufacturing technology allow

increasingly complex functions to be accomplished with significant hard-

ware reductions. Reliable, inexpensive single-board computers capable

of performing the math, sequencing, and input/output operations required

of a digital flight control system (DFCS) will provide sizable reduc-

tions in the cost, size, weight, and power dissipation of flight control

systems. These improvements, along with improvements in the computa-

tional speed and word length of microprocessors, have provided us with

microcomputers with much of the computational ability of a large com-

puter. Based on these technologies and on the advantages presented herein,

digital flight control systems will allow more effective implementation

of advanced control concepts than will analog systems.

1.2 PREVIOUS RESEARCH IN DIGITAL FLIGHT CONTROL

There have been several actual flight investigations of digital

flight control systems in recent years (There have been important

theoretical digital control developments as well; these will be

referenced in the chapter on control law development.). The most

recent of these investigations have differed from the earlier applica-

tions in the methodologies employed. The areas of major differences

include the types of computers used to implement the control systems,

the complexity of the control functions attempted, and the methods

of obtaining sampled-data control laws, whether by digitizing con-

tinuous-time control laws or by designing in the discrete-time domain.

Despite the differences in approach, however, the results from these

investigations seem to validate the advantages to be gained through

digital flight control. [3], [4]

The first applications of digital technology to flight control in-

volve digital implementation of the basic autopilot functions. Reference

[5] documents one of the first flight tests of a digital autopilot, which

featured triple redundancy, sensor voting, and failure detection based on

a voter monitor system. References [6] and [71 document similar appli-

cations of digital flight control. The major conclusions drawn from these
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studies was that improved monitoring and fault isolation capabilities

of digital systems offered great promises for improvement in mainte-

nance management.

These early flight investigations also provided a favorable out-

look for digital control systems; they did not, however, test the ad-

vanced flight control functions that will be required of future high

performance aircraft. Since then, several major research efforts have

been undertaken to design and implement advanced control laws for com-

mand and stability augmentation of high performance aircraft.

Reference [81 documents the development of the digital automatic

flight control system for the SAAB JA-37 aircraft. The specific design

objectives were presented as the following:

* Prove that a digital automatic flight control system (AFCS)

can provide performance which is equivalent to an analog AFCS; and

" Identify any potential problems that could affect the final

development and production of the digital AFCS for the JA-37.

The digital control laws were obtained by digitizing the existing command

augmentation system (CAS) control laws and were tested against analog

control by side-by-side execution of identical tests under identical

flight conditions. While the tests showed that the two systems provided

identical command response, they uncovered several problem areas in the

digital mechanization. It was discovered that the servos responded to

the quantization noise present in the output signals, and that disen-

gagement of the flight control system occurred, partially due to the

error build-up between samples. These problems required only minor ad-

justments: a filter on the servo command signals to eliminate quantiza-

tion noise and a minor program change to minimize the error build-up.

This program provided valuable insight into the nature of digital flight

control systems.

References [9], [10], and [11] present a comprehensive investigation

of digital flight control using the A-7D aircraft, in which the aircraft's

stability and command augmentation functions, plus multimode functions

tailored to specific mission tasks, are implemented digitally. The
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objectives given include:

" To determine if the standard A-7D stability and command augmen-

tation systems had been duplicated by the DFCS; and

* To provide a technology base for the future development of digi-

tal and multimode flight control functions.

The results showed that the DFCS duplicated the analog system with one

exception: the phase lag introduced by sampling increased the DFCS sus-

ceptibility to limit cycles and should be accounted for in the design

process. The ability to make program changes rather than hard-

ware changes is reported to be a definite asset to the flight test

phase of the program.

Whereas the emphasis in these programs was directed towards

the design of digital flight control systems for aircraft, several other

studies have been conducted whose major emphasis was placed on the

development of advanced flight control laws for implementation in digital

systems. References [12], [13], and [14] describe NASA's advanced con-

trol law program for the F-8 digital fly-by-wire aircraft. Broad objec-

tives of the program included:

" To provide technology required for implementing advanced,

reliable digital fly-by-wire flight control systems; and

" To investigate and promote advanced control laws for flight

experimentation.

A more specific goal of the investigation was to explore the use of

modern control design methodology to achieve the desired performance

results, with emphasis on control configured vehicle (CCV) benefits.

The control law design procedures presented are based on linear-quad-

ratic regulator theory, and provide for design in either the continuous-

time or discrete-time domains. Results of these investigations include

the following:

0 Both a pitch CAS and lateral-directional CAS can achieve conven-

tional handling qualities in statically unstable airframes. Us-

ing advanced control concepts, acceptable handling qualities can

be achieved in airframes designed for efficiency rather than

unaugmented handling characteristics.

* Conventional autopilot modes are completely compatible with inner

loops designed with optimal control methods.
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0 Application of the quadratic procedure is an iterative process

of choosing responses and weighting matrices. Their choice is
expedited by the designer's past experience and his understand-

ing of the control problem. The procedure does not replace

classical techniques but is a powerful design aid.

In addition, several conclusions are drawn with respect to digital con-

trol:

0 Computational requirements of adaptive control and the compu-

tational ability of present day digital flight computers are

compatible.

* Concepts of adaptation to system failures appear to offer a

means whereby increased safety of flight or reduced levels of

hardware redundancy can be achieved.

Reference [113] presents guidance and control aspects of NASA's

Vertical Takeoff and Landing (VTOL) Approach and Landing Technology Pro-

gram; its objectives include developing the technology base for guidance

and control requirements for future VTOL aircraft. Significant features

of the VTOL digital control design processes include the design of dis-

crete-time proportional-integral controllers to meet continuous-time

specifications and evaluation of the control system response. The eval-

uation of the optimal control laws designed resulted in the following

observations and conclusions:

* The linear-optimal control laws correspond to "classical" con-

trol laws in their use of proportional-integral compensation,

gain scheduling, and linear feedback/airspeed loops.

" Linear-optimal control laws can operate at lower sampling rates

as a result of being designed directly in the discrete-time

domain and are designed with less reliance on the designer's

intuition than equivalent classical control laws.

* A principal advantage of optimal design techniques is that the

necessary control structure is visible early in the design

process; all reasonable state-control paths are identified,

allowing the designer to evaluate the relative importance of

each path and to eliminate those which contribute little to

system performance.
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These advanced concepts of digital flight control system design

and control law development have been combined with the advanced con-

cept of the CCV in the German CCV-FIO4G program [16, 17]. The objec-

tives of this program are-

* Development of an advanced CCV-flight control system (FCS); and

* Investigation of FCS performance and demonstration of hand-

ling qualitites in the complete flight envelope with -up to twenty

percent negative static margin.

The control laws to be implemented in the CCV-FCS were designed directly

in the discrete-time domain using linear-optimal control theory for

multi-variable systems, resulting in a sampling rate of 16 samples per

second (sps). While the modifications intended to destabilize the F1O4G

to test the CCV concept have yet to be demonstrated, the superior flight

mechanical performance of the CCV-FCS has been compared with that of

the basic F1O4G on the basis of simulator results. These simulations

revealed the following:

* Significant improvement in dutch roll and short period charac-

teristics in the CCV-FCS;

* Gnod turn coordination with the CCV-FCS;

0 Smoother roll response with the CCV-FCS,

* The augmented CCV had a much higher maximum roll rate than the

basic airplane during high-'g' maneuvers;

* The augmented CCV had a slower initial response due to the slow

sampling rate; and

* The MIL-F-8785B [18] was not a satisfactory guideline for the design,

as it was not written for aircraft with complex fly-by-wire

control systems.

Test flights to date have tested the CCV-FCS only in the open-loop mode,

so direct validation of the closed-loop simulations cannot be made.

Preliminary assessments of the design process have, however, been made

from initial flights. These include the following:

* The digital system provides more flexibility than analog sys-

tems, but care must be taken since the word length of the A/D

and D/A converters do not match the computer word length.

The use of floating point arithmetic is recommended.
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0 The resulting control system required less hardware and fewer

interfaces than an equivalent analog design.

The German CCV-Fl04G program has shown modern control theory and

digital control to be valuable tools in the design of flight control

systems for next-generation aircraft. The application of microproces-

sors to aircraft flight control, however, has yet to be sufficiently

demonstrated; to date, only one aircraft has flown with a microprocessor-

based digital flight control system as a primary method of control.

In 1978, Princeton University's Flight Research Laboratory (FRL),

under contract to the Office of Naval Research, undertook research on

the development of a Micro-DFCS [19]. Specifically, the objectives of

the program were as follows:

* To successfully demonstrate Princeton University's Variable-

Response Research Aircraft Fly-by-Wire system augmented with

the Micro-DFCS.

* To provide results for the investigation Of opLimal control laws

in flight.

* To provide experimental evidence for sampling-rate requirements.

The flight control program implemented, entitled CAS-l, featured single

pilot input (longitudinal stick), a single control output (elevator

displacement), and three command modes: a direct mode, pitch rate com-

mand, and normal acceleration command. The program was highly success-

ful, with the major results summarized below:

* Commercially available microcomputer equipment provides sub-

stantial capability for conducting advanced research in digital

flight control.

0 Step responses obtained from the digital model, analog simula-

tion, and flight test results show that major response features

are not affected by sampling rate. This verifies that the lag

associated with sampling is accounted for in the design process.

* The pilot is not aware of the sampled nature of the control

system at a sampling rate of 10 sps. No performance degradation

is noted in the pitch rate mode down to a rate of 7 sps. In

the direct mode, a sampling rate of 3 sps was found to be
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acceptable in the landing flare, but a minimum of 10 sps is

desired for the short final segment of the approach.

In summary, a Micro-DFCS, using modern control theory, was found to be

a highly satisfactory method of implementing digital flight control.

These examples (there may be others not cited here) have traced the

development of digital flight control. Improvements in technology have

allowed microprocessors to implement the control functions once limited

to general purpose digital computers. Similarly, control functions

implemented in a DFCS have grown in complexity from basic autopilot

functions to stabilization of Control-Configured Vehicles. Modern con-

trol theory has been shown to be an effective basis for designing ad-

vanced control laws, but several questions remain to be answered. These

questions include the control law structures to be implemented, the

effects of the sampling rate on closed-loop control, the control law

disturbance response and sensitivity to parameter variations, coupling

effects, effects of tine delays introduced by sampling, and others.

While technology continues to dictate the direction DFCS hardware struc-

tures will take, the answers to these questions remain a fundamental

goal of digital flight control research.

1.3 RESEARCH OBJECTIVES AND SUMMARY OF MAJOR RESULTS

Specific objectives of this investigation are defined as the

following:

0 To develop design and analysis methodologies for advanced lateral-

directional CAS control laws, and, ultimately, to demonstrate their

operation in flight;

0 To develop "equivalent" Type 0 and Type 1 command structures, and

to demonstrate the characteristics of each under less than optimal

conditions; and

* To determine and provide experimental evidence on the effects of

sampling rate and cost function weighting factors on the closed-

loop aircraft dynamics.
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* The ultimate goal of this investigation is to demonstrate, in flight,

a digital command augmentation system designed using modern control theory

and implemented using microprocessor technology. This goal can only be

achieved, however, if design and analysis tools which allow advanced

control concepts to be put into practive are used. Type 0 controllers

* with control rate restraint and equivalent Type 1 controllers for lateral-

directional dynamics are developed and implemented in the Micro-DFCS.

Of special interest in this investigation is the reaction 'of these con-

trollers to less than ideal conditions. Though the Type 0 and Type 1

control laws provide nearly identical command responses, the two struc-

tures do not provide the same response to disturbances, and comand re-

sponses are different when the aircraft model used in the design and the

actual aircraft are mismatched. These differences are investigated.

The effects of varying the sampling rate are examined with a two-

fold purpose in mind. One is to verify that the sampled-data regulator

theory takes into account the time interval and provides identical com-

mand response at all sampling rates. The second purpose is to determine

the effects of lower sampling rates on the closed-loop system, especially

with regard to pilot opinions of handling qualities and response charac-

teristics. Finally, the use of various weighting factors is examined

to determine their utility in the design process and in altering the

closed-loop aircraft response characteristics.

Flight verification of the control laws derived in this investiga-

tion was conducted at Princeton University's FRL with the Variable-Response

Research Aircraft (VRA). For the testing of the lateral-directional con-

trol laws, longitudinal response was fixed at satisfactory levels to allow

the evaluation pilot to concentrate on lateral-directional criteria.

Qualitative and quantitative data were collected with the Micro-DFCS

operating using both Type 0 control laws with rate restraint and Type 1

control laws. All control laws implemented in the Micro-DFCS treated
lateral center stick motions as roll rate commands, while the foot pedals

commanded either sideslip angle or lateral acceleration. An alternate form

of the Type 0 control law in which the foot pedal commands yaw rate was
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developed late in the program and was not implemented in the Micro-DFCS,

although it was simulated using the digital computer.

The control law evaluation tests included tracking tasks at altitude

and step responses to pilot commands. Telemetry records and pilot opin-

ions of the aircraft responses were examined, and the control laws were

evaluated using the military flying qualities specificatidn [18] as a

* guide.

Many results of this investigation are presented throughout the body

of this text; a few of the major results are summarized here. The step

response traces from the digital model, hybrid simulation, and flight

tests show that the major command response features are not affected by

the sampling rate when sampled-data regulator theory is used. The Type

o command structure with control rate restraint using a difference ap-
proximation to characterize the control derivative provides improved com-

mand response, lateral-directional decoupling, and disturbance response

over the open-loop VRA dynamics at all sampling rates; the initial re-

sponse of the controller, however, cannot be altered in the design process.

An alternate form of this control structure, one which uses the Tustin

transform to characterize the control derivative in the discrete-time

dom~ain, is developed; this makes the initial command response dependent

upon the linear optimal gains. The Type 1 structure proves superior to

the Type 0 controller when the linear model used in the design and the

actual aircraft dynamics were mismatched; the Type 1 system, however, is

found to be unduly sensitive to disturbance inputs and measurement noise,

indicating the need for state estimation or control law restructuring.

The Micro-DFCS used in this investigation is capable of implementing

advanced concepts of command and stability augmentation at the sampling

rate afforded through the use of sampled-data regulator theory.

1.4 ORGANIZATION OF THESIS

This thesis is divided into five chapters and four appendices.

Chapter 2 presents the development of the control laws using linear-optimal

regulator theory. The linear model of the VRA's lateral-directional
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dynamics is presented, along with the responses of the various con-

trol laws as predicted analytically. Chapter 3 shows how the control

laws are actually implemented in the Micro-DFCS. The flight control

computer unit is described, as well as the operational control program.

Hybrid simulation of the Micro-DFCS is conducted on an analog computer,

and the results are compared with those predicted in Chapter 2.

Chapter 4 presents the actual flight testing of the ?4icro-DFCS.

Specific flight test objectives are presented, the flight test systems

and procedures are described, and flight test results are given.

Chapter S presents the conclusions drawn from the investigation and

gives recommendations towards areas of future research.

Appendices A and B present the derivations of the Type 0 regulator

with rate restraint using the Tustin transform and the Type 1 regulator

for commands whose integral appears in the state vector, respectively.

Appendix C describes all of the APL. computer programs used in this

investigation, while Appendix D describes all the routines of the Micro-

DFCS control program, entitled CAS-4. Appendix E describes the research

system used in this investigation, including the VRA and ground station.
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2. DGTLCONTROL LA DEVELOPMENT

This chapter presents the design objectives, optimal control

theory, and analytical results for the lateral-directional CAS imple-

mented in the Micro-DFCS. Type 0 control laws with control rate re-

straint and equivalent Type 1 control laws are developed using a

fourth-order model of lateral-directional dynamics for the VRA. The

development of a sideslip-angle estimator is also presented.

2.1 DESIGN OBJECTIVES

The primary design objectives of the lateral-directional CAS

are to provide improved command response and to provide steady-state

decoupling of lateral and directional dynamics. Evaluation of the re-

suiting control laws is accomplished using conventional step response

criteria, computer generated responses, and the Military Specifications

on Flying Qualities [18].

Improved command response is specified for the resulting control

laws using conventional step response figures of merit, rise time and

percent overshoot. Control laws with various response characteristics

'I will be designed with the minimum acceptable performance criteria being

those set forth in the Military Specifications. While there are no

step response criteria for rudder inputs, roll response criteria are

set forth. Specifically, Level I requirements for a Class I aircraft

in cruise are such that a bank angle of 60 degrees must be attainable

in 1.7 seconds, with the roll rate at the first response minimum being

not less than 25 percent of the roll rate at the first response peak.

Additional roll rate oscillation limitations, as indicated by the para-

meter POSC /pAV , are shown in Fig. 2- 1. The unaugmented 'IRA 's charac-

teristics are marked and are seen to meet Level 1 requirements.

State decoa~ling is evaluated using both step responses and the

Military Specifications. Computer generated responses provide a measure

of the degree of couplimg, while adverse yaw limits are set forth in
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Reference 18. Specifically, the ratio of sideslip angle to the para-

meter k (as defined therein) shall be less than 10 degrees,with the

roll command held fixed until the bank angle has reached 90 degrees.

Additionally, sideslip excursion requirements for small inputs are

given in Fig. 2-2, where the maximum sideslip angle is that attained

within 2 seconds of the command. Again, the unaugmented VRA is shown

to meet Level 1 requirements.

In its unaugmented state, the VRA provides a highly stable base

from which to conduct research. As such, stability augmentation is not

a necessity, and great changes in the dynamic characteristics cannot

be major design goals. Comparison and evaluation of the various control

laws still can be accomplished, however, using the criteria presented

above. This demonstrates the utility of control laws developed herein

in providing stability augmentation and in altering the VRA's dynamic

response characteristics.

2.2 LINEAR MODEL OF LATERAL-DIRECTIONAL DYNAMICS

Although the dynamics of aircraft motion are basically non-

linear, linear models have shown great utility in stability-and-control

analysis, and they provide the basis for this investigation.

Neglecting disturbance inputs, the nonlinear equations governing

vehicle dynamics can be expressed as the vector differential equation

x(t) = f[x(t),u(t)) (2.2-1)

The state vector, generally of lenRth n, contains three components

each of translational rate, angular rate, and attitude,

=fu v w p q r 0 0 P] (2.2-2)

where (u,v,w) are body-axis velocities, (p,q,r) are body-axis rotational

rates, and (€,0,p) are the Euler angles of the aircraft's attitude in

an inertial frame. The coy'rol vector, of length m, includes elevator,

throttle, flap, rudder, aileron, and side force control surface deflec-

tions,
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Tu = [6E 6T 6F 6R 6A 6SF] (2.2-3)

The reduced-order state vector which contains rolling and yawing

dynamics of aircraft motion, referred to as "lateral" and "directional"

respectively, is

T [v p r4] (2.2-4)

Because side velocity is difficult to measure, it is replaced in the

state vector by sideslip angle. Conventionally, the state vector is

reordered to allow partitioning of the directional and lateral variables,

as

Tx = [r p (2.2-5)

It specificall\ includes yaw rate, sideslip angle, roll rate, and

roll angle. The lateral-directional control vector includes rudder

and aileron control deflections,

u = [5R 6A] (2.2-6)

The total state and control can be divided into nominal and per-

turbat ion components,

x_(t) 0 x(t) + Ax(t) (2.2-7)

u(t) = uo(t) + Au(t) (2.2-8)

A first-order Taylor series expansion of Eq. 2.2-1, using Eq. 2.2-7 and

2.2-8, leads to a nonlinear differential equation in the nominal com-

ponent,

;o(t) = fixo(t), uo(t)] (2.2-9)

and a linear vector differential equation in the perturbation component,
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At_(t) F(t)Ax(t) + G(t)lu(t) (2.2-10)

The system dynamics matrix, F(t), is given by

F t f [x (t) , u ]t (2.2-11)

and the control effects matrix, G(t), by

(t) -f[ x(t), u (t)] (2.2-12)
t _ _o - 0

Stability derivatives, inertial effects, and kinematic relation-

ships are contained in F,

NN N 0
F L r Y/B y p/V g/V co (2.2-13)

L L L 0
r p

0 0 1 0 j

where angles and angular rates are measured in stability axes and in

units of radians and radians per second. The subscripted capital let-

ters represent the sensitivities of the specific forces and moments to

the state variables, g is the gravitational acceleration, y is the

flight path angle, and V is the nominal aircraft velocity. The control

effect matrix, G, contains control derivatives,

N6R N6A

Y 6R/V Y 6A/V

G= (2.2-14)

L6R L6A

0 0

where the subscripted capital letters represent the sensitivities of

the forces and moments to control surface deflections. With the direc-

tional variables defined as r, a, and 6R, and the lateral variables as
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p, 4, and 6At both F and G can be partitioned as

Directional I Lateral-to-
Effects Directional Coupling

Directional-to- Lateral

Lateral Coupling Effects

where the lateral-directional coupling is indicated by the magnitude of

the off-diagonal blocks.

While the calculation of the nominal states and controls remains

a nonlinear problem, linear control laws still can be designed based

on certain observations and assumptions. It can be see that F(t) and

G(t) are explicit functions of flight conditions rather than time;

hence, control laws can be designed with respect to specific flight

conditions rather than a specific flight profile. By scheduling gains

throughout the flight profile as functions of the flight condition,

control laws based on a linear, time-invariant model of aircraft dynamics,

L (t) = FAx(t) + GAu(t) (2.2-15)

can be utilized (15].

2.3 LINEAR-QUADRATIC REGULATORS

Using linear, time-invariant models of aircraft dynamics and

linear-quadratic regulator theory, discrete-time control laws are de-

rived. Advanced control structures, Type 0 controllers with control

rate restraint and equivalent Type 1 controllers, with non-zero set

points, are designed as extensions of the basic linear-quadratic regu-

lator problem [20].
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2.3.1 The Basic Regulator

The basic linear-quadratic regulator problem can be stated

as follows: determine the control, u(t), which minimizes the quadratic

cost function,

J c =f [4xT (t) Q x (t) + uT (t) R Au (t)] dt (2.3-1)

subject to the dynamic constraint imposed by the linear differential

equations of motion (Eq. 2.2-15);

L (t) = FAx(t) + GAu(t)

Matrices Q and R weight the perturbations in state and control, respec-

tively. The solution to this optimization problem is a linear control

law of the form

AuCt) = -KAx(t) (2.3-2)

where K is the optimal gain matrix.

The goal here, however, is not to derive continuous-time optimal

control laws: it is to derive a discrete-time control law which drives

the system along a trajectory that is as close as possible to that ob-

tained using the above continuous-time control law. These discrete-

time control laws are derived directly in the discrete-time domain

using sampled-data regulator theory. The resulting controller will

drive the continuous-time system using piecewise-constant inputs that

change only at the sampling instant (zero-order hold).

The sampled data regulator problem is identical to the linear-

quadratic regulator problem: that is, to determine the control which

minimizes the discrete-time cost function subject to the dynamic con-

straint imposed by the equations of motion. Because the control changes

only at discrete instances, however, the discrete-time cost function is

a summation rather than an integral,
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JD=Tk0 A] [~T A(2.3-3)[ ~~ ~ ' dxai imoe y eqa]on the=0 1 R Au]

The dynamic constraint imposed by the equations of motion becomes the

discrete-time equivalent of equation (2.2-15),

Ax.1 = -4 + FAuK (2.3-4)

where ¢, the state transition matrix, and r, the discrete control effect

matrix, are given by,

I= e t  I + Ft + (Ft) (FAt)3 + (2.3-5)

T = P[F -  (I - -I )]G (2.3-6)

and At is the sampling interval.

The goal of sampled-data regulator theory is to choose discrete-

time weighting matrices, Q, M, and R such that the control which mini-

mizes the discrete-time cost function minimizes the continuous-time

cost function as well, thereby penalizing errors in the states and con-

trols continuously in time and driving the system along a trajectory nearly

identical to that obtained by the continuous-time controller. The method

of choosing these matrices is presented in Reference [21]. Decomposing

the continuous-time cost function into the sum of N integrals and equat-

ing it with the discrete-time cost function, the following relationships

are derived:
At

=f T(t) Q (t) dt (2.3-7)

At
M=J cT(t) Q4(t) dt (2.3-8)

= [R PT(t) Q F(t)] dt (2.3-9)

where Q is positive semi-definite and R is positive definite.
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Provided that the system is completely controllable and completely

observable (22), and using these relationships for the discrete-time

weighting matrices, the resulting discrete-time optimal control law

is given as

A -KAx (2.3-10)

where, K, the optimal gain matrix, is given by

K (- T (2.3-11)

and P is the positive-definite solution of the discrete-time matrix

Riccati equation,

p = T (PTp + pT)T ( + rTpr)-l ( Tp¢ + ',T + (2.3-12)

The advantages of designing control laws in this manner is clear: weight-

ing matrices can be specified for the continuous-time cost function based

on an intuitive understanding of the continuous-time system and of the

trade-offs between weightings of state and control for a continuous-time

problem, rather than trying to specify discrete-time weightings directly.

Of particular interest in the design of sampled-data regulators is

the determination of the sampling rate required to drive a continuous-

time system. Past solutions to this problem used a rule of thumb, based

on Shannon's Sampling Theorem, that the sampling frequency be 10 times

faster than the highest frequency present in the waveform being sampled.

In practice, however, much lower frequencies may be used [23].

The linear differential state equation (Eq. 2.2-10) has the solution

F(t-to tt e ( - )
o F(t-fl

Ax(t) = e (to) + e GAu(T) dT (2.3-13)

The only unknown is Ax(t ), and Au(t) is arbitrary. Assuming that F and
§0

G are known exactly, and assuming there are no disturbance inputs to the

system, one sample of Ax(t ) is all that is needed to completely specify
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the solution, Ax(t). It is because the above assumptions are not realis-

tic situations, that is, disturbances are present and F and G are im-

precisely known, that additional sampling is required to specify q~(t).

Since the purpose of the linear-quadratic regulator is to maintain

aircraft states within specified bounds, the sampling rate should be

chosen such that such bounds are not exceeded by the error-propagation

while the system is running open ioop (between sampling instants). Pro-

pagation of the state errors is governed by the equation,

T
P(t) =FP(t) + P(t)F + W (2.3-14)

where P is the state covariance matrix and W is the disturbance covari-

ance matrix. Assuming that the uncertainty at the start of a sampling

period is eliminated, Eq. 2.3-14 is integrated with the initial condi-

t ion,

P(O) =0 (2. 3-15)

After some elapsed tine) one or more of the error variances will exceed

the pre-determined error bounds, and this elapsed time is defined to be

the maximum allowable sampling interval.

Also of particular interest is the evaluation of the closed-loop

characteristics of the sampled-data regulator. Combining the linear-

optimal control law (Eq. 2.3-10) and the discrete-time equation (Eq.

2.3-4) leads to

Ax (( - rK)A (2. 3-16)

where (4 - PK) represents the closed-loop state transition matrix. The

eigenvalues of a stable closed-loop discrete-time system lie within the

unit circle: they are not easily related to the aircraft's modal charac-

teristics by any conventional analysis techniques. This discrete-time

system can, however, be mapped into the continuous-time domain, where

its major characteristics can be easily identified [24). Since a
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continuous-time plant is converted to its discrete-time equivalent using

a matrix exponential, a discrete-time system can be mapped into its

equivalent continuous-time system using the natural logarithm of a

matrix:

F 1 2 1 3

CL T CL T 2{¢CL 112 3(¢CL'I - ...

(2.3-17)

In this manner, the control laws derived using sampled-data regulator

theory can be evaluated using conventional eigenvalue analysis.

This section has presented a method for designing digital control

laws for a continuous-time system. The discrete-time control laws

corresponding to continuous-time cost functions are derived, and Eq.2.3-17

transforms the digital result to the analog domain for conventional

evaluation. This basic regulator problem can be amended easily to accom-

modate pilot command inputs by defining a suitable shift of coordinates.

2.3.2 Steady State Response to Command Inputs

Assuming that the pilot may command any linear combination of

state and control, the discrete-time system dynamics are governed by

A'x + 1 Ax + fAu (2.3-18)

A- = H Ax + H u- (2.3-19)
IK x LK u-

where Ay is the output vector, and H and H are the state and control
x u

observation matrices, respectively. In response to a command input,

then, the steady-state values of state and control must necessarily

satisfy,

Ax* = PAx* + FAu* (2.3-20)

AY = HAx* + HuAu* (2.3-21)

-2-11



or, equivalently,

= ' & [~J(2.3-22)[A- y u j 12s 2

where Ay! is the pilot's command vector, and the star indicates steady-

state values of state and control.

In cases where the inverse

S] 12 (2.3-23)

exists, the desired steady-state values of state and control are uniquely

specified by,

Ax* = S 12 A"d (2.3-24)

Au* = S 2 2 A-d (2.3-25)

In cases where the state vector includes a pure integration of a pilot

command variable, however, this matrix is singular and its inverse does

not exist. This is true of lateral-directional dynamics, where roll

angle is the pure integration of roll rate; hence,a different relation-

ship exists between pilot command inputs and steady-state values of

state and control.

In order to find this relationship, two factors must be considered:

first, the roll angle state variable must be eliminated from the state

vector to allow the above inverse to exist, and, second, its effects on

the remaining state variables must be maintained in the equations of

motion to provide an accurate description of system dynamics. These ca

be achieved by treating roll angle as a disturbance.

A new state vector for lateral-directional dynamics is written as

2-12
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Ax' = [Ar A Ap] T (2.3-26)

and the linear differential equations of motion which treat roll angle

as a disturbance can be written as

Ax'(t) = F'Ax'(t) + G'Au(t) + LAO(t) (2.3-27)

Matrices F' and G' are found by eliminating the roll angle dynamics

from F and G respectively, and matrix L represents the effects of roll

angle on the remaining state variables, i.e., the last column of F.

By writing the system dynamics equation in this manner, roll angle has

been eliminated as a state variable, yet the equations of motion are

exact, in that they still include roll angle dynamics.

The discrete-time equations of motion are now written as

Ax'., 1 = 'Ax1 * F'Au K + AA K  (2.3-28)

where ¢ and r are derived as before and A is given by

A =[F-(I - -]L (2.3-29)

The output equation is written as

Ay, = H' Ax' + H Au (2.3-30)
x -K u -K

where H' reflects the change in the state vector. In response to pilot
x

commands, the steady-state values of state and control must satisfy,

Ax'* = ¢'Ax'* + r'Au* + ArO* (2.3-31)

Ay. = H'Ax' + H Au* (2.3-32)

or, equivalently,
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H H [L.J  (2.3-33)

Now the inverse

-1

H Hu = CSti Si 2  (2.3-34)

does exist, and the steady-state relationships for state and control

are written as

Lx'* :-S jIA * + S!2A- .d (2.3-35)

a un * = -S, AAO* + S)2AI (2.3-36)

and

t
L* =f Ap*(1) dT (2.3-37)

which can be approximated in the discrete-time case as

n
E Z * At (2.3-38)

K=l

Now that the desired relationships between state and control steady-

state values and pilot command inputs have been established, the desired

shift of coordinates which allows for non-zero set point regulation can

be achieved. Defining two new variables,

Ai= x-wx (2. 3-39)

AK "HAK-Au (2.3-40)

the linear-optimal regulator control law can be rewritten as

Au K -KA (2.3-41)
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or, equivalently, as

AuK = Aq - K(Ax- Ax*)K (2.3-42)

This controller regulates the system about the desired non-zero setpoint.

2.3.3 Linear-Quadratic Regulator with Rate Restraint

The basic linear-quadratic regulator provides proportional

Type 0 control,in that the resulting control law contains no pure in-

tegration (or summation) of control [25] and in that the feedback term

is directly proportional to the state. Proportional-integral control-

lers can be formed by penalizing control difference (or rate) in the

cost function and by augmenting the equations of motion to include

control rate dynamics.

A continuous-time cost function which penalizes control rates is

defined by

cj: [T{ + AT I dt (2.3-43)

where Q now weights both state and control, R weights the control rates,

and Av represents the control rate vector--the derivative of the control

vector Au. While this cost function is not directly involved in the

design of sampled-data systems, the weighting matrices Q and R are used

to define the weighting matrices to be used in the equivalent sampled-

data cost function,

-[~~i ] K + (AixTALHTI3 A + N R114 (2.3-44)

The equations of motion used as the dynamic constraint for the cost

function to be minimized must be augmented to allow for control rate

dynamics and can be written as

rtl 4 :ri [Ax [o]
[J r] - r + [[A] A2X (2.3-45)[AL A___ I t +
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or, equivalently, as

AJKl= ' A_(2.3-46)A K I A

where A_ represents the discrete-time equivalent of control rate. By

stating the cost function to be minimized and the dynamic constraint

equation in these forms, the problem reduces to the basic sampled-data

regulator problem, and all of the relationships developed in the pre-

vious sections apply.

The discrete-time weighting matrices are derived from the continuous-

time weighting matrices according to Equations 2.3-7 and 2.3-9, where

the primed terms now apply:

At
=f 0'(t)T Q 4 '(t) dt (2.3-47)

At
= V(t)T Q P"(t) dt (2.3-48)

00
't T

=f [R + P'(t) Q ]"(t)] dt (2.3-49)

Using these relationships, the control which minimizes the discrete-

time cost function (and the continuous-time cost function) subject to

the augmented dynamic constraint is given by

= -KLi - K Aa (2.3-50)

--K I1=K 2-=K

where the optimal discrete-time gains are defined by

[K1 K2] ( + :,) ('p' + N) (2.3-51)

and P is the steady-state solution to the discrete-time matrix Riccati

equation:

P = $'Tp' - (rTp4' + jT) (+ + r'Tpr') "l (rTp '
, + RT) + Q (2.3-52)

2-16



This proportional-integral control law specifies the control rate

as a linear function of both state and control; the closed-loop

system dynamics, given by,

1 r I'K) [ (2.3-53)
-K+I

contain both state and control dynamics.

It is necessary to alter the form of this control law because con-

trol position, rather than control difference, is the required output.

The approach that normally is taken is to use a first-difference approxi-

mation as the discrete-time equivalent of control rate,

AK = (AU_ - Aui4/At (2.3-54)

and to write the proportional-integral control law, using this approxi-

mation, as

AuK = (I - AtK2)Au _ AtK AR (2.3-55)

or, equivalently, as

A4 = Au + (I - AtK 2)(Au - Au*)K_1 - AtK 1 (Ax - Ax*)K- 1  (2.3-56)

where the steady-state values of state and control are derived using

the appropriate method presented in the preceding section.

One interesting property of the control laws written in this form

is that the initial system response is determined entirely by Au*; the

linear optimal gains and weightings have no effect on the initial

response. In cases where the steady-state control position is near the

equilibrium or nominal position, this drawback has no serious conse-

quences. In other cases, where the steady-state control position is

far from the nominal position, the system response may be very objection-

able to the pilot: the initial control deflections will be very large,
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causing large transients in the dynamic response characteristics of the

system as well as severely loading the structure and control surface

actuators. In these cases, a different form of the control law is

desired: the method used in obtaining control position control from

the control law (Eq. 2.3-50) must allow shaping of the initial response

in the design process.

An alternate form of the control law which gives the desired con-

trol position output can be obtained by using transform techniques rather

than the difference approximation for control rate. The commanded con-

trol rate in Eq. 2.3-50 is rewritten as

A4=Au = u (2. 3-57)

since the steady-state value of control rate is zero. Taking the Laplace

Transform of Eq. 2.3-50, the above substitution yields

(si + K,)Au (s) =-K Ax (s) + K Au*(s) (2.3-58)

"DiscretizinR" the above equation using the Tustin Transform (see Appendix

A for the complete derivation), the desired form of the control law can be

expressed as,

- At 2 At- 2),4. - Y'4 - A41) 2 (A'!! )

With the control law written in this form, the initial response

depends upon the desired steady-state control, Au*, but it also depends

upon the optimal gains K. Consequently, parameters used in the design

process have an immediate effect on the resulting controller output,

whereas the other form of the control law gives the same initial response

regardless of the design parameters chosen.

Both forms of the linear-quadratic regulator with control rate re-

straint represent Type 0 proportional-integral controllers; the integrat-

ing action arises from the accumulation of past commands. They are not

Type I controllers because the gains on the accumulated control, wmhich
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can generally be expected to be less than I, and the multiplication of

several terms by L~t produces a low-pass filtering effect rather than a

pure integration [26J. As such, the controllers do not null steady-

state errors under all circumstances. If the actual aircraft and the

design model are mismatched, the control laws will settle at the wrong

values of Au* and Wx. In addition, since disturbances are not modeled

in the derivation of Lx* and Au*, there will be a finite "hangoff"

error when such disturbances are present in the state measurements.

Consequently, these forms of the Type 0 proportional-integral controller

use integration to restrict control rates (by low-pass filtering) rather

than to null steady-state error.

2.3.4 Type 1 Proportional Integral Control

An interesting property of the Type 0 proportional-integral

controller derived using the difference approximation for control rate

(Eq. 2.3-56) is that it can be transformed to a Type I controller with

nearly identical command response. Knowledge of the system dynamics

provides the method of introducing this Type 1 property.

The derivation of the Type 1 controller begins with the following

transformation 123]:

[C1  C2  [H[l AtK1  AtK2  (2.3-60)

This transformation allows the desired gains for the Type 1 system,

C and C to be calculated from the Type 0 gains, K1 and K2  provided
1 2' 2

the compound matrix above is non-singular. Assuming the matrix is

invertible, the Type 1 gains are given by

C = AtK S + LtK S (2. 3-61)
1 1 11 2 21

with S 11 S 12P S21 ' and S 22 defined as in Eq. 2.3-38.
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Rewriting the control law which gives Type 0 control with rate

restraint (Eq. 2.3-56) using the substitutions for the optimal gains

(Eq. 2.3-60) produces

-K -ZK- 1 1 )A :Z+ =K 2x n --Au - i =-cie - ) rl- c2cHxA _l - . l

(2.3-63)

or, equivalently,

-K - K- -Cl(Ai - A C (H Ai - H A- (2.3-64)

By making several assumptions, the desired form of the Type 1 control

law can be obtained.

Assuming that each pilot command can be treated as a step input

and that the pilot is limited to command only the state variables di-

rectly, the following relationships hold:

Ax* = Ax = (2. 3-65)
:4 4- I

Au* = Au* (2. 3-66)

Using these relationships, the Type 1 control law expressed in Eq.

2.3-64 can be written as

A u = AUK_ 1  - Axl ) - C2(H K K (2.3-67)

Note that the index on Avd has been changed from K-1 to K to be consis-

tent with the non-zero set point problem (Au is defined by A, not

The Type 1 properties of the control law are evident when written

in this form. Pure integration is achieved by the accumulation of con-

trol [26],and the absence of the steady-state values in the control law

ensures zero steady-state error. Model mismatch will not affect the

steady-state values of state and control, nor will disturbance inputs, as

the calculation of steady-state values according to these parameters

does not enter the control process.
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When the compound matrix in Eq. 2.3-60 is non-singular, the desired

form of the equivalent Type I controller is derived as shown above; it

was noted earlier, however, that in the case of the fourth-order model

of lateral-directional dynamics, this matrix is singular. In this case,

a slightly different approach which closely parallels the approach taken

in Section 2.3.2 must be followed. This derivation proceeds as follows:

A reduced-order state vector is defined as in Eq. 2.3-26, and roll

angle is treated as a disturbance. With the discrete-time equations
of motion written as in Eq. 2.3-28, the following transformation is de-

fined:

[C! C2] [H' H] = [AtK 1 ' LtK 2 ] (2.3-68)

The compound matrix is now a 5x5 non-singular matrix, and K ' and C 1

represent the gains associated with the reduced-order state vector.

Now, the inverse exists, and

C1 ' = SI AtK' + S' LtK (2.3-69)
1 11 1 1 2

C 2 ' = '12 tK' + S22 AtK 2  (2.3-70)

where S1, ' S'I, and S22 are defined as in Eq. 2.3-34. Following

the approach used in the first case, the Type 1 control law using the

reduced-order state vector can be written (a complete derivation of this

control law is presented in Appendix B),

-K -K- K -- ' 2x-- $l (2.3-71)

Using the assumption that Ayd is constant over the control inter-

val and that the pilot commands the state variables directly, plus

the relationships for Ax* and Au* given by Equations 2.3-35 through

2.3-38, the following relationships are obtained:

A x* - = S' A (A * - 4* _i) (2.3-72)
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Au* Au* = S(2.3-73)

and

(AO - AOL) Ap*At (2.3-74)

Substituting these relationships into Eq. 2.3-71 produces the desired

form of the Type 1 control law,

(2.3-75)

AH " s 1 A (Ap*At)-C 1[(A_ - _ ) - Sil A (Ap'At)] - C2 (H ._4_! - 4 K

In this Type 1 control law, the accumulation of past control is ap-

parent. It may appear that due to the presence of the steady-state

term in the control law, model mismatch or the presence of disturbance

inputs may cause a hangoff error. It should be noted, however,

that this alternative derivation of the Type 1 control law is necessary

only when roll rate is commanded. Consequently, the desired value of

roll rate is determined exactly by the pilot's command, and no hangoff

error will exist.

2.3.5 Summary of Control Laws

The preceding sections have presented several different control

laws for sampled data systems: the basic sampled-data regulator, with

zero and non-zero set point regulation; Type 0 proportional-integral

control with control rate restraint, using two different approaches;

and an equivalent Type 1 control law. These forms, both with and with-

out a non-singular compound matrix, are summarized here.

The basic sampled-data regulator takes the form

Au= -KA (2.3-10)

where K is the linea lptimal gain matrix. Non-zero set point regula-

tion is achieved by shifting the coordinates, as
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= A - K(A -Ax) (2.3-42)

where Au* and Ax* are given in Equations 2.3-24 and 2.3-25 for a non-

singular compound matrix, or as in Eqs. 2.3-35 through 2.3-38 for a

singular matrix.

Control rate restraint was included in the control laws by augment-

ing the difference equations of motion to include control rate dynamics.

The resulting control law was expressed as

t,4 = -K A K - K2Au (2.3-50)

Because control position rather than control rate is the necessary out-

put, two methods were presented to produce the necessary output.

The first used a difference approximation for control rate, and resulted

in a control law of the form

= ( ¢i- AtK2 JA 1 - (Atk,)A_ 1  (2.3-55)

The second approach used both Laplace and Tustin transform techniques

to produce control position output, resulting in a control law of the

form

(2.3-59)2 -12 *

L t K2 ) at 1 -L 2 )a4 i - ca - a • 2 ( . a.,

Type 1 control laws were derived from the first form of the Type 0

control law with control rate restraint using the transformation pre-

sented in Section 2.3.4. With a non-singular compound matrix, this

control law can be written as

Au = Au -C(AX - L - C- ()1KL (2.3-67)-K I - I (AK 40) C2 ix K-1 A~d
K

When this matrix is singular, the control law can be written as

(2.3-7S)

A -AK_, - S21A (Ap-At)-CII( 4! _
)  

Sl A (Ap*At) C 2 (H _ 4 '
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where the primed terms are associated with the reduced-order state

vector.

The remainder of this investigation will deal only with Type 0

control laws with control rate restraint and with equivalent Type 1

controllers. Reference 19 presents an in-depth investigation of basic

sampled-data regulators with non-zero set point regulationf.

2.3.6 Application of Design Objectives in Control Design

The design process used to obtain the desired control objec-

tives is an iterative procedure. Once the flight control system para-

meters, such as nominal flight conditions and pilot command variables,

are set, the process consists of adjusting weighting matrices Q and R

as necessary to produce the desired response. This procedure essen-

tially follows that shown in Fig. 2-3.

Given the linear model of aircraft dynamics (referenced to a parti-

cular flight condition), the first step in the design process is to
define the pilot's command variables by c o s n a rc sHXand H

(Eq. 2.3-19). The sampling rate is chosen next because it is used to

calculate 4, FA, and 1, in Eqs. 2.3-5, 2.3-6, and 2.3-29.

Once these parameters have been established, it is necessary to

compute the relationship between pilot inputs and steady-state values

of state and control. For a lateral-directional CAS, however, it was

noted that these relationships could only be found by using a reduced-

order state vector. Consequently, the next step in the design process

involves eliminating roll angle from the state vector and defining

reduced-order matrices F', G',and L such that the linear equations of

motion, Eq. 2.3-27, remain exact. This accomplished, v, r,, and A are

computed using Eqs. 2.3-5, 2.3-6, and 2.3-29, and the desired relation-

ship between steady-state values of state, control, and pilot commands

(Sr,.1 Si2, S and S 2 are found (Eq. 2.3-34). It also is necessary

to compute ( and r associated with the fourth-order state vector, since

these are used to solve the Riccati equation, to calculate the linear
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optimal gain matrices, and to generate time histories for evaluating

control laws. These are computed using Eqs. 2.3-5 and 2.3-6.

The iterative part of the design process begins by specifying ele-

ments of weighting matrices Q and R. These matrices weight the impor-

tance of suppressing perturbations in state, control, and control rate

away from the commanded value, and can be thought of as the inverses of

the maximum-allowable mean-square values of system values [27]. State,

control, state-rate, and command weighting are expressed in the

(m+n)x(m+n) symmetric matrix,

1/Ax 
2

1 c 1

MAX

Q- 2

Ay1  1/A MAX

T ". /Au 2

K] [H H] (2.3-76)

while control rate weightings are contained in

R = 0(2. 3-77)

1(2.3

Following the initial choice of weighting matrices Q and R, discrete-

time weighting matrices Q, N, and R are found by integrating equations

2.3-47 through 2.3-49. The Riccati equation (Eq. 2.3-52) is then solved,

yielding P, which is used -_n Eq. 2.3-51 to determine the linear-optimal

gain matrix, K.

2-26

_V • I I



The closed-loop system characteristics must be evaluated, both by

eigenvalue analysis and by observing the time history. The closed-loop

eigenvalues can be found by computing the closed-loop F matrix using

Eq. 2.3-17, where,

4)CL -rK(2.3-78)

then solving for the roots of the characteristic equation specified by

the determinant,

(si - F CL( 0 (2.3-79)

Continuing the process, time histories are generated using Eq. 2.3-4 and

2.3-55. If the tine history generated or the eigenvalues of the closed-

loop system does not exhibit the desired characteristics, it will be neces-

sary to go back and change Q and R as necessary until all performance

criteria are met.

In sunmary, this section has presented the iterative process used

in designing command augmentation systems using modern control theory.

This procedure, together with the equations derived using modern control

theory presented in the previous sections, provides the basis for the

command augmentation control laws to be presented later in this report.

2.4 ALGORITHMS FOR SIDESLIP ANGLE ESTIMATION

The lateral-directional control laws presented in the preced-

ing sections contain sideslip angle (S) as a state variable. While

it is not difficult to measure sideslip angle reliably on research

aircraft such as the VRA, it is difficult to obtain the measurement

on operational aircraft. As a result, very few flight control

systems employ sideslip angle as a feedback variable. In this

section, algorithms for estimating sideslip angle which do not require

8measurements are presented. These estimators are dynamically

similar to a Kalman filter [28], and they are based upon actual measure-

ments of roll rate, yaw rate, roll angle, and lateral acceleration.
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2.4.1 The Optimal Linear Filter

The primary objective of a filter is to estimate the time-

va ying mean value of the state vector, Ax, based upon the measurement

vector, Az,the dynamic model ((P, r, and A), and a prior knowledge of

the measurement error covariance matrix, R K' the disturbance input co-

variance matrix, Q., and the deterministic input vector, Au. This es-

timate of the state is optimal if it minimizes the estimation error

in a well-defined statistical sense. This section presents the

development of an optimal linear filter (Kalman filter) which meets

these objectives. Because we are dealing with sampled data systems,

the discrete-time Kalman filter is presented.

Taking into account disturbancc ,puts, the linear difference equa-

tions of motion can be written as,

A _ ~~ A KI I+FA_ Aw _ (2.4-1)
'-!K =K-i0-4-1 'K-i K-i K-I -41(24)

where AwK is a zero mean, white sequence of covariance, QK" The measure-

ment vector equation is written as

A = HKAx + Av (2.4-2)

where Az _K is the vector of measurements at time tK, ifK is the measurement

matrix, and Ay- represents the vector or random noise quantities (zero

mean, covariance RK) corrupting the measurements. Based on an estimate

of the system state prior to the measurement being taken, AK (-) (the

hat denotes the estimate; the (-) denotes prior to the measurement), we

seek an updated estimate of the state Ai (+) that is improved by the

measurement vector Az (the (+) denotes the estimate after the measure-

ment). Based on these quantities, we assume the form of the filter to

be

A( K+A) I-) + K Az (2.4-3)

where KK and KK are time-varying weighting matrices.
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The form of the Kalman filter is obtained from the assumed form by

ensuring that the estimate is unbiased; that is, by ensuring that the

expected value of the estimation error will be zero. By substituting

the measurement equation (Eq. 2.4-2) and the relationships defining the

estimation error ((-) denotes an error quaintity),

AI()= Ax+ Ai(+ (2.4-4)

Lx()= Ax+ Ax.(-) (2.4-5)
::-K -4

into the assumed form of the filter, the estimation error is obtained:

[K' I]I + KK -) + KKy (2.4-6)

Because the expected value of the error must be zero, the bracketed

quantity must be zero as well. Using this relationship in the general

form of the filter yields the Kalman filter,

~~~~~H AXJ)=+KKK K~() (2.4-7)

As was noted earlier, this filter is optimal only, when the

estimate of the state minimizes the estimation error in a well-defined

statistical sense; this is ensured by a judicious choice of the Kalman

gain matrix, K K* Assuming that the estimation error vector is an n-

dimensional gaussian vector, all its statistical properties are defined

by the mean and covariance. Since the Kalman filter estimates the

time-varying mean value, all the statistical properties of the

estimation error are characterized by its covariance matrix P, given by

P=E[AR A_ (2.4-8)

where E indicates the expected value of the quantity in brackets. There-

fore, the choice of the optimal gain matrix K Kmust necessarily minimize

the variance of the estimation errors in some manner.
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The criterion for choosing KK is to minimize the weighted scalar

sum of the diagonal elements of the error covariance matrix after the

measurements have been taken. The scalar cost function to be minimized

can be written

J E[A (+) SAx (+)T (2.4-9)

where S is any positive semidefinite weighting matrix [291. Choosing

S=1 yields

JK = trace[PK(+)]

which is equivalent to minimizing the length of the estimation error

vector. To find the K that minimizes J we solve
KtK

K
= 0 (2.4-10)

cKK

which yields the expression for the optimal gain matrix

KK = PK ( - ) HT TH (-)H T RK1 (2.4-11)

KHKKlKPK( )K +RK

Now that we have developed the optimal linear filter, we must use

these equations in a sequence to provide the best estimate of the state

vector Ax based on the measurement vector Az. This process is described

as follows. First, estimates of the state and covariance (before any

measurements are taken of the state) at time tK are computed using the

best estimates of each at time tK-l, using a knowledge of the dynamic

model and the deterministic input, AHK. These estimates are extrapolated

according to the following equations:

Lx = I Ax, (+) + r_ Au. (2.4-12)
-. K-I -kiK-1 -- i

= T AT (2.4-13)
K K-1 - K- I K-1 QK- K-1

Using the value for PK(-), the optimal Kalman filter gains can be com-

puted using Eq. 2.4-11, and the state estimate can be updated according
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to the Kalman filter, Eq. 2.4-7. Finally, the covariance is updated by

PK(+) = (I - KkHK)PK(-) (2.4-14)

and the next estimate of both state and covariance can be extrapolated.

These equations are used in this sequence to provide continuing

estimates of the state which are optimal in a well defined sense, based

on statistics of the noise present in the state and in the measurement.

When the sampled data system is used to control a continuous process,

however, the statistics of the noise are continuous rather than discrete.

Therefore, the statistics used to determine the state estimate, RK and

QK1 must be found from continuous-time statistics. These relationships

are derived in [29], and are summarized here. The statistics of the

random forcing function, AKAWK, are derived using

+1 T T
,= I (t K+l ,T) L([) Q(T) L (T) P (tK+l'T) dT (2.4-1S)

where Q(t) represents the spectral density matrix of the continuous-time

disturbance forcing function. The measurement covariance RK is derived

from the continuous-time spectral density matrix R by

RK = R/At (2.4-16)

where At represents the sampling interval.

This section has presented the development of the Kalman filter

used to estimate the state of a system at discrete points in time when

that system is disturbed continuously in time. These equations are

summarized in Table 2-1 [28].
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Table 2-1 Summary of Discrete Kalman Filter Equations

System Model "K1"- * 'K-44-

Measurement Model K*HA.x *4

State Estimate Extrapolation "iC(-) - 0KI6X(.)K . r -0 4 -1

Error Covariance Extrapolation P - 0 P(#)K * I -l* A Q AT

State Estimate Update LAj.) , 1i- ~A

Error Covariance Update PK(-) = 1I - KKHK]PK(-)

Kalman Gain Matrix KK = PK(-)H [HKPK(-) + RK]

Disturbance Covariance A K (tK+l )L(TjQ(T)L(T) T(tK
'

l
)d
7

tK

Measurement Covariance RK . R(t)/At

2.4.2 Reduced-Order Models for Lateral-Directional Dynamics

The Kalman filter algorithms presented in the previous section

allow us to estimate sideslip angle based on measurements of other

state variables, and in that sense we could eliminate the measure-

ment of a and still use it as a feedback variable. However, the

Kalman filter approach has one serious drawback for the purposes of

this investigation: that is, it requires the estimation of all the

state variables in each iteration. Because we are merely trying to

eliminate the measurement of sideslip angle, rather than to find the

"best estimate" of all the state variables, this process is somewhat

too complex. It requires additional (possibly unnecessary) computa-

tions, which increases Micro-DFCS computation time. One possible

alternative is to use the Kalman filter to estimate sideslip angle

using a reduced-order model to keep the number of necessary computa-

tions to a minimum.
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One method of reducing the order of the system is merely to trun-

cate the fourth-order system into two second-order systems. [291 As was

noted earlier, the F and G matrices can be partitioned as

Directional I Lateral-to-

Effects I Directional Coupling

Directional-to- Lateral

Lateral Coupling Effects

If we assume that the coupling terms are negligible, then this system

reduces to two second-order approximations: the Dutch roll approxima-

tion, for the directional effects; and the roll mode approximation,

for the lateral effects. Using this method, sideslip angle dynamics

are entirely specified by

F N r x = (2.4-17)
-1 / Y6R/V A

The other method of reducing the order of the model of lateral-

directional dynamics is known as residualization, or singular pertur-

bation analysis. [29] In this analysis, the characteristic modes of

lateral-directional dynamics are characterized as either fast modes or

slow modes. Using this, the linear equations of motion governing

aircraft dynamics are written

AX F F [Ax1 [G G A
= + (2.4-18)

F F Ax IF [J
or as

x FS A + F + GS A6F (2.4-19)

Ax F =FF S  +F + G A6 + GF A6 (2.4-20)
-~F S =S~ S F =f

2-33



Using residualization, the slow mode behaves as if the fast mode is in

its equilibrium condition, while the fast mode sees the slow mode as a

slowly changing bias. Consequently, the fast mode affects the dynamics

of the slow mode, but the reverse effect is negligible. These effects

are calculated by setting,

A4 = 0 (2.4-21)

solving for L_, and substituting this into the equation governing slow

mode dynamics:

AX -F A F + A6+ G a (2.4-22)
=F F SF S-:S

A-s Fs AS + FF S S (F F AX+FA + G A
:L6F F F[-F(FZ6 - S- s F-:+

(2.4-23)

Solving for the residualized slow mode dynamics results in a new system

dynamics matrix,

F1 = F - F5 F FF (2.4-24)

S S F FS

and a new control effects matrix characterized by

G,=G -F F ; =G -F F I (2.4-25)
S S F F S F F F F F

while the equations governing the fast mode dynamics remain unchanged.

Using this approach, three possible cases exist.

The first possibility is a fast roll mode, neutral spiral, and

slow Dutch roll mode. Here, roll angle is neglected, and the equations

of motion are partitioned as

Ar N PN N r NR N6A

A6R

= -I Y e/V 0 AB + Y6R/V 0 (2.426)

A
L4p. Lr  L Lp A p L6R L6 A
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Using the equations governing residualized systems, for this case, the

following represent the reduced-order residualized dynamics governing

B:

Y -/ -V
(N 6R-NpLpL 6 R) (N6A-NpL pL6A)

G = (2.4-28)
Y Y6R /V 0

T
Ax = [Ar AB] (2.4-29)

The second possibility involves a fast roll mode, slow spiral mode,

and a slow Dutch roll mode. The equations of motion are partitioned as

N N 0 N Ar N NrNp6R N6A

rI P1

-1 Y /V g/V 0 B Y6 R/V 0 L6R

[ J
+

A¢ 0 0 0 t1 A I0 0 M4A

A Lr L 0 I L Ap L6 R L 6ArA P(2.4-30)

In this case, sideslip angle belongs to a residualized third-order state

vector containing yaw rate, sideslip angle, and roll angle whose dynam-

ics are governed by

L N LBN k
(N r - L (N --- ) 0

p p

F = -1 YB/V g/V (2.4-31)

-L r/Lp  -L /Lp  0
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6R R p A

p p

G = R/ 0 (2. 4-32)

-L 6R/Lp -L6A /L p

The third possibility, which involves a fast Dutch roll, slow roll,

and slow spiral results in a second-order model containing yaw rate and

sideslip angle. The system dynamics matrix, F, is the same as that ob-

tained by truncating the model, since fast dynamics are not affected by

slow mode dynamics. In this case, however, the roll-spiral dynamics

are altered. They no longer are given by the roll mode approximation;

they must be found according to the above procedure.

By comparing the eigenvalues of one of these reduced-order models

with those of the fourth-order model, the validity of these approxima-

tions can be established. By combining one of these reduced-oider ver-

sions of sideslip angle dynamics with the Kalman filter, a valid estimate

of sideslip angle can be obtained, while at the same time minimizing the

number of necessary computations.

2.4.3 Reduced-Order Sideslip Angle Estimators

The reduced-order models presented in the previous section, when

combined with the Kalman filter equations, provide several possibili-

ties for reduced-order sideslip angle estimators. Using any of the

reduced-order models presented in the previous section, second- or third-

order Kalman filters can be obtained. In addition, by taking into ac-

count the linear relationship between sideslip angle and lateral accel-

eration, a first-order estimator based on Kalman filter dynamics is

developed.

TVie expression which relates lateral acceleration to sideslip angle

is written as
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Aa =Y A+ 6 R A R (2.4-33)

By assuming that the state vector contains only 6, this direct relation-

ship between the two variables can be used in the Kalman filter. With

this approximation, the following represent the variables governing

system dynamics:

Ax [U] ; Au= [ R] ; F = [Y /v] ; G = [Y 6 R/v] (2.4-34)

Using these expressions for system dynamics, a Kalman filter based on

a first-order model of sideslip angle dynamics can be used.

In addition to reduced order, the Kalman filters to be compared

in the next section will have constant gains. This eliminates

updates of the error covariance matrix and of the gains themselves.

By combining the Kalman gain equation, the error covariance update

equation, and the error covariance extrapolation equation (Equations

2.4-11, 2.4-14, and 2.4-13, respectively), a single equation for

the error covariance is obtained:

P = MP - 1PH T [tPH T + RK]-I HPT + AQkA (2.4-35)

Solving this equation with constant Q and R yields the steady-state error

covariance, P , which in turn yields the steady-state Kalman filter gains:

K = P HT[Hp T + P 1 (2.4-36)

The use of steady-state gains in the Kalman filter assumes several

things. It assumes that the linear model governing system dynamics is

time-invariant, and also that the statistics governing the disturbance

inputs are time-invariant as well. More important, it assumes that

measurements are available for a sufficiently long period of time such

that the steady-state condition of the filter is reached before critical

points (as defined by system accuracy) in time are reached. In this
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investigation, it is assumed that the sideslip angle dynamics are suf-

ficiently slow to allow such an assumption to be made.

These sections have presented the Kalman filter algorithms to be

used in a sideslip angle estimator. Reduced-order models were presented

to simplify the approach; specifically, third-, second-, and first-order

models were presented to reduce the computational burden required of the

Micro DFCS. The actual Kalman filters were not developed here; these

will be derived and evaluated in the following section.

2.5 COMM.AND AUGMENTATION CONTROL LAWS

This section presents the actual command augmentation control

laws developed for implementation in the Micro-DFCS. Using the algor-

ithms presented in the previous sections, control laws are designed, and

analytical results are presented. Reduced-order sideslip angle esti-

mators are compared and evaluated, and Type 0 and Type I control laws

are compared when the design model and actual aircraft are mismatched.

First, however, the unaugmented dynamics of the VRA are presented to

provide the basis for design and comparison of advanced command augmen-

tation control laws.

As was noted earlier, the linear model of lateral-directional

dynamics used in the design of command augmentation control laws must

be referenced to a particular flight condition; for this investigation,

straight-and-level flight at 105 KIAS presents the nominal flight condi-

tion. At this flight condition, lateral-directional dynamics of the VRA

(see Appendix E for a description of the VRA) are given by

-.5 5.9 -.26 0

F 1. 0.40 0 0.181 (2.5-1)

1.16 -11.5 -6.5 0

0 0 1. 0J
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-6.1 -. 2S2

G -. 07 0 (2.5-2)
0.58 21.

0 0

where F and G are referenced to stability axes (at this flight condi-

tion, the difference between stability axes and body axes-is assumed

to be negligible).

At this flight condition and based on the above F and G matrices,

Figure 2-4 depicts the VRA's unaugmented flight characteristics, as

generated by Princeton University's IBM 370/158 time-sharing computer.

Figure 2-4a presents the VRA's yaw rate, sideslip angle, and roll rate

responses to a rudder command of 5 degrees, while Figure 2-4b shows

the same responses for a 5-degree step in aileron. Positive rudder

deflection (that which produces positive, i.e., left, sideslip) is seen

to produce a rapid change in yaw rate and sideslip angle, with the nose

of the aircraft swinging to the left. As a result, the dihedral effect

of the VRA produces a substantial negative rolling motion. The domi-

nant feature of the VRA's response to positive aileron deflection (that

which produces positive, i.e., right, roll) is seen to be a rapid ac-

quisition of roll rate. This response is well damped due to the VRA's

high roll damping coefficient, L . The adverse yaw is seen in the yaw
p

rate response, as a slightly negative yaw rate is produced before the

VRA begins tracking in the desired direction of turn. These plots show

the major response characteristics of the unaugmented VRA, and to some

extent, the degree of coupling of lateral and directional dynamics.

The modal characteristics of the VRA's lateral directional dynamics

are given by its eigenvalues and eigenvectors. The eigenvalues of the

linear model of lateral-directional dynamics are shown in Table 2-2 below,

while the corresponding eigenvectors are given in Table 2-3 (the eigen-

vector magnitudes have been normalized with respect to sideslip angle

for purposes of comparison). The roll 'node is seen to be almost exclu-

sively a rolling phenomenon, and its large time constant is responsible
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Table 2-2 Eigenvalues of the VRA Linear Model

-1 -1l

U) , rad/sec )DR XR, sec SP sec
DR

2.63 .203 -6.575 -.0071

Table 2-3 Eigenvectors of the VRA Linear Model

Dutch Roll Rolling Convergence Spiral

Ar, rad/sec 2.47 3.4 8.14

A , rad 1. 1. 1.0

Ap, rad/sec 1.79 98.65 0.33

A , rad 0.68 15. 47.71

for the rapid acquisition of roll rate following an aileron input, as

shown in Figure 2-4b. The spiral mode, having large components of both

yaw rate and roll angle, is, in this case, a very slow convergent mode,

almost neutrally stable. The Dutch roll mode, with a period of about

2.4 seconds, is very evident in the step responses shown in Figure 2-4.

It is in this mode that the lateral-directional coupling is most evident,

as seen in the eigenvectors; the degree of coupling is normally express-

ed in the flying qualities parameter 0/s, which is the ratio of the

roll angle and sideslip angle eigenvector magnitudes in the Dutch roll

mode. These eigenvalues and eigenvectors, especially of the Dutch roll

mode, will be used as a basis of comparison and evaluation of the com-

mand augmentation control laws.

In addition to providing the basic framewor for designing advanced

control laws, knowledge of the system dynamics matrix, F, is used to

compute the rate of error build-up between samples, by equation 2.3-14.

This allows one to determine whether a specified sampling rate will

maintain the error buildup within specified bounds. In this investiga-

tion, a nominal sampling rate of 10 samples per second will be used,

based on the results of previous investigation [19]. Assuming that dis-

tarbances enter the system dynamics in the same manner as sideslip angle,
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and assuming a moderate turbulence, e.g., sideslip angle gusts with

an rms value of 2 degrees and correlation time of 1 second, Figure 2-5

shows the propagation of the state covariances with time. If an rins

error of 5 degrees per second for angular rates and I degree for angles

are to be tolerated, then a sampling rate of 10 samples per second will

be sufficient under the above conditions.

This section has presented the basic characteristics of the VRA to

be used as the basis for design and evaluation of the command augmen-

tation control laws. These laws are now presented.

2.5.1 Roll Rate/Sideslip Angle Command

Roll rate and sideslip angle represent perhaps the most

obvious pair of control variables for a lateral-directional CAS; roll

provides the only feasible method of control about the longitudinal

axis, while sideslip angle is normally adjusted to maintain coordin-

ated flight and directional alignment. In this investigation, Type C)
controll'-rs with rate restraint, derived using a first difference ap-

'I proxiin !ion for control rate, and an equivalent Type 1 controller in

these two command variables are derived. The development proceeds as

shown in Figure 2-3.

Because the dynamics governing these two command vectors are al-

ready contained in F and G, the first step in the design process is

to choose observation matrices, H xand H u which define the command

vector,

T
AY_ = [A6 Ap] (2.5-3)

In this case:

I [0  1 0 0] (2.5-4)

HU=o~ (2.5-5)
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Next, the steady-state relationships between state and control

and pilot commands must be established. (Normally, the sampling rate

is chosen next,but it already has been stated to be 10 samples per

second). It should be remembered that when roll rate is commanded,

the compound matrix of Equation 2.3-23 is singular, and the reduced-

order state vector must be used to calculate steady-state relation-

ships. The reduced-order matrices governing the equations of motion

are given by

75 5.9 0.261 -6.1 -.2521
F' = - -.40 ; G' =-.07 0

116 -11.5 -6.sJ .58 21. j

L = 0.181 (2.5-6)

Using these values, 4', F', and A are calculated using Equations 2.3-5,

2.3-6 and 2.3-29, and steady-state relationships S i' S1'2' SL' $2

can be found using Equation 2.3-34. For the roll rate/sideslip angle

controller, the steady-state relationships are found to be

[Ar*] 0.183 [-.470 .00391
A" = 0 AV + 1.0 0 AV (2.5-7)

p* 0 0 1.0

[*] -[.022 1] AO* [ 1.002 -.0559] 6yd (2.5-8)
LAA*J L-.0095 .5459 .3109 J

Note that yaw rate is the only state variable affected by a steady-

state value of roll angle. This is because yaw rate must be present

when bank is established in order to maintain the desired rate of coor-

dinated turn, even in the absence of any other command inputs.
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Orce the relationships have been established, the iterative process

of choosing weighting matrices Q and R to achieve the desired step

response characteristics remains. As a starting point, the square of

the inverse of the maximum allowable state, control, and control rate

perturbations can be used. These can be adjusted up or down as neces-

sary, or state-rate weightings can be added, to provide various step

response characteristics. While there are no specific reLationships

between weightings and step responses, past research indicates that

state weighting controls rise time (time to 95 percent amplitude),

while state-rate weighting controls overshoot and modal damping. In

this investigation, four sets of weightings are used to provide the

pilot with various response characteristics. These sets of weightings,

along with the step response characteristics, are given in Table 2-4,

while Table 2-S presents the optimal feedback gains for the various

modes.

The step response characteristics of the roll rate/sideslip angle

control laws are displayed in Figures 2-6 through 2-9. Several charac-

teristics of the control law are readily apparent in these graphs. Most

notable of these is the absence of the Dutch roll oscillations; this is

due to the high Dutch roll damping of the closed-loop system, as will

be seen in the eigenvalues of the closed-loop system. Also noticeable

are two characteristics inherent in the nature of the control law.

As was mentioned earlier, when the first-difference approximation for

control rate is used to generate the control law, the initial control

response depends entirely upon the steady-state value. This character-

istic is seen best in the sideslip angle command responses; regardless

of the weighting matrices chosen, the initial control responses Ure iden-

tical. In addition, the Type 0 property of not nulling steady-state

error is evident in the time histories. This characteristic is best

seen in the roll response histories, where sideslip angle reaches a

steady-state hang-off error which goes uncorrected by the control law.

An examination of the control response time histories provides some

insight as to how the controller provides improved command response
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Table 2-4 Weightings and Step Response Characteristics for 6, p CAS

Mode A Mode B Mode C Mode D

Lr 250 30 25 10

State 65 5000 250 30 10

Weightings AP 100 30 10 0

25 1s .S 0

......................................................................

Control 46R is 33 15 1s

Weightings 6A 15 33 15 15

......................................................................

Control Rate AgR I 1 1 1

Weightings 0A 1 1 1 1

A; 0 00

State Rate LB 0 0 0 20

Weightings 4 0 0 0 .25

A0 0 0 0

Roll Rate Rise Time .20 sec .25 sec .37 sec .96 sec

Command % Overshoot 7.4% 7.4. 3.6% 2.81

......................................................................

Side.slip Rise Time .82 sec 1.00 sec 1.83 sec 2.37 sec

Angle Command % Overshoot .06% .21% .80% 1.20.

......................................................................

Table 2-S Optimal Gains for 8, p CAS

Mode K K,

A -10.48 11.21 .40 1.704 14.25 1.01

.626 -3.34 1.45 2.60 0.02 11.93

-3.63 -. 44 1.48 .36 8.83 .42

.68 -3.29 .89 2.17 -.145 9.35

-------------------------------------.-.------------------------------

C -2.23 -3.48 .10 .15 7.07 .36

.43 -2.21 .43 .66 -.045 6.68

......................................................................

-2.00 -4.70 .19 .26 6.97 .71

.25 -1.95 -.63 .30 .147 5.38

---------------------.---------------------.--.-----------------.-.---
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Figure 2-6. Step Responses for a,p Mode A.
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with basically uncoupled lateral and directional dynamics. For a com-

mand in sideslip angle, the rudder primarily shapes the step response,

while the aileron acts to counter the dihedral effect of the aircraft.

Roll rate/sideslip angle control mode A presents a vivid example of how

the rudder shapes the command response: following the initial steady-

state deflection, rudder deflection immediately increases to provide

rapid control response, then decreases rapidly to control-the overshoot.

Rudder deflection then increases to its steady-state position as the

desired sideslip angle is attained. This same pattern is exhibited in

all the various control modes, except that the slower modes are charac-

terized by an immediate decrease in the control surface deflection to

provide a slower acquisition of the commanded value. This mode also

presents a good example of how aileron deflection is used to counter

the rolling caused by the dihedral effect. Positive aileron is used

to produce positive roll rate in order to counter the negative rolling

tendency of the aircraft, as is seen in the open-loop response. Because

the buildup of negative roll rate is slow, however, the initial posi've

aileron deflection produces the roll rate transient exhibited in all the

time histories. The control law recognizes this transient and immed-

iately reduces the aileron deflection until the dihedral effect builds

up. Aileron deflection is then increased to provide the desired balan-

cing effect.

Similar characteristics are demonstrated in the time histories for

roll rate command responses; aileron deflection is used to shape the

command response, while iudder acts to provide good turn coordination

and to eliminate the adv,.rse yaw characteristics. Note that for a com-

manded right roll (positive aileron), the control law produces right

(n'gative) rudder to provide turn coordination, just as the pilot would

do in the absence of command augmentation. The yaw rate time histories

cY, the absence of the adverse yaw exhibited by the open-loop responses,

,..n though a finite lag is evident before the nose of the aircraft be-

lr;ickinp' in the desired direction of turn.
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The classical response modes of the lateral-directional dynamics

are greatly affected by augmenting the state vector to include control

dynamics; the eigenvectors of the closed-loop system cannot be neatly

categorized into Dutch roll, roll, and spiral modes. Table 2-6, for

example, presents the eigenvalues, and the three largest components of

the corresponding eigenvector, of the roll rate/sideslip angle Command

Mode A.

Table 2-6 F, p Mode A Eigenvalues and Eigenvectors

W n() t, Largest Second Largest Third Largest

rad/sec -- Component Component Component

14.558 .751 Roll Rate Aileron Roll Angle

9.903 .681 Rudder Yaw Rate Roll Rate

(-4.412) -- Yaw Rate Rudder Sideslip Angle

(-0.573) -- Roll Angle Roll Rate Yaw Rate

The last mode is easily identified as the spiral mode, while the second-

to-last mode can be identified as being associated with the rudder dy-

namics. The second mode can be identified as the Dutch roll mode, while

the first mode appears to be a coupled roll-aileron mode.

The Dutch roll mode is easily identified by examining the eigen-

vectors of the closed-loop system. The characteristics of this mode

represent an important means of evaluating control laws; the Dutch roll

frequency and damping coefficient show the characteristics of the domi-

nant oscillatory response mode, while the parameter 4/ gives a measure

of the degree of coupling of lateral and directional dynamics. These

parameters for both the open- and closed-loop systems are presented in

Table 2-7. These characteristics show the improvement in command re-

sponse for the augmented system; the increased frequency and damping of

the Dutch roll are responsible for its absence in the time histories

presented, while /g shows the marked decrease in lateral-directional

coupling expected of the CAS.
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Table 2-7 Dutch Roll Mode Characteristics

Mode w)n (rad/sec)

Open Loop 2.627 .203 .68

Mode A 9.903 .681 .19

Mode B 5.186 .755 .097

Mode C 5.386 .719 .244

Mode D S.608 .727 .224

Examination of the coefficients of F CL' i.e., the equivalent

stability derivatives, shows how the stability derivatives have been

augmented to provide the command responses shown. The open-loop and

closed-loop stability derivatives are summarized in Table 2-8. Ex-

amination of these stability derivatives reveals information about

the effects of the command augmentation system. The closed-loop

control effectiveness stability derivatives, N 6R and L 6A' are seen to

be greatly increased over the unaugmented VRA, with the greatest

increase shown for the fastest modes. Examination of the damping

terms, N (yaw rate damping) and L (roll damping), reveals that inr p
all cases except one, the modal damping has been decreased in the

augmented system, with the fastest modes corresponding to the most

lightly damped systems. It is interesting to note that the only ex-

ception in which one of the closed-loop damping coefficients is greater

than the unaugmented VRA is an increased roll damping term in Mode D;

this corresponds to the case in which state-rate weighting is used in

the cost function.

In addition to the four modes of the Type 0 CAS for roll rate and

sideslip angle control, a Type 1 controller for these same variables

was derived. As presented in Section 2.3.4, Type 1 proportional-

integral control can be attained from a Type 0 controller by trans-

forming the gains. Because roll rate/sideslip angle control Mode C

wa; designed to be the "average" case, it was chosen to be the basis

for designing an equivalent Type 1 control law.
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Table 2-8 Closed-Loop Stability Derivatives for B, p Control Modes

Basic VRA Mode A Mode B Mode C Mode D

N -.75 9.43 1.65 .62 .544
r

N 5.90 -10.64 5.18 7.27 8.0

N -.26 -.67 -.37 -.32 -.33p

N6R -6.10 -15.77 -10.62 -9.31- -9.30

N6A -.252 -1.25 -.57 -.47 -.69

Y/V -.40 -1.03 -.43 -.36 -.34

L 1.16 -2.0 1.79 1.42 1.12

L -11.5 -14.24 -19.93 -15.82 -19.03

L -6.5 1.75 -3.07 -5.19 -9.03

L6R .58 4.09 1.52 1.32 2.25

L A 21 56.52 42.23 33.10 37.35

Following the derivation of the Type 1 controller presented in

Section 2.3.4, the Type 0 gains are transformed to Type 1 gains by tak-

ing into account the system dynamics. Because the compound matrix used

in this transformation is non-invertible, the second method of finding

the optimal gains applies, and the Type 1 gains are found using Equation

2.3-69 and 2.3-70. Using the gains from the Type 0 Control Mode C as

the basis for the transformation, the Type 1 gains are found to be

C 1= [ -1.075 3.532 -.0141 (2.5-9)
1 .018 .099 .433J

C 2= [.486 - .0441 (2.5-10)
2 [.118 .2S0

Note that only a third-order state vector is used to provide Type 1

control for a fourth-order system (See Appendix B for the derivation

of this transformation and control law). Using these gains and the

Type I contro) law presented in Equation 2.3-75, the command response

characteiistics of this controller were computed, and its time histories
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are presented in Figure 2-10. Note the very nearly identical command

responses as compared with Mode C, and the nearly identical rise times:

approximately 0.4 seconds for both roll rate commands, and about 2.1

seconds for the Type I sideslip angle response, as opposed to 1.8 sec-

onds for Mode C.

The Type 1 properties of this control law are evident. in the time

histories. As opposed to the Type 0 controllers, where the control

law did not act to null the steady-state errors, here no hang-off error

exists. In the case of a commanded step in sideslip angle, the roll

transient still occurs due to the positive aileron input, but now the

error is nulled. Similarly, for a roll rate command, a sideslip angle

transient occurs, but this error also is mulled by the system. Here,

all adverse yaw characteristics are eliminated, and,as noted by the

linear response in yaw rate, the nose of the aircraft immediately begins

tracking in the desired direction of turn. Other properties of this

Type 1 control law will be presented later in this report.

2.5.2 Roll Rate/Lateral Acceleration Command

The second choice of command variables for the lateral-

directional CAS includes lateral acceleration control rather than side-

slip angle control. Following the development presented in Figure 2-3,

there are two methods of providing these command variables. The first

option is to use the F and G matrices presented earlier, but to command

lateral acceleration and roll rate by a suitable choice of observation

matrices H xand H u. Using the relationship for lateral acceleration

given earlier,

Aa 8 +Y 6 R A 6 R (2.4-33)

such a suitable choice would be,

x =[0 1e : 0] Hu [Y 0] (2.5-11)
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Using this approach, lateral acceleration would be controlled by feed-

ing back yaw rate, sideslip angle, roll rate, and roll angle.

An alternative approach, and the approach that is used in this

investigation, is to replace sideslip angle in the state vector with

lateral acceleration, redefining matrices F and G to reflect this

change. This approach is advocated for one reason: most aircraft

have the capability to measure acceleration, whereas sideslip angle

is difficult to measure; by designing the control laws in this fashion,

the need to measure sideslip angle is eliminated, as is the need to

provide an accurate estimate of sideslip angle based on other measure-

ments. Using this approach, the control law development proceeds as

follows.

Matrices F and G are transformed to contain lateral acceleration

dynamics. Using the expression for lateral acceleration given by Equa-

tion 2.4-33, the resulting matrices are given by

r "/YB Np

F = L (Yr/v-1) Y /V YpY /V Yg/V(2.5-12)
Lr  L/Y£ Lp 0
0 0 1 0]

Y 6R
(N -N -) N6A

oY EY 6A/ V

G R (2.5-13)

L -L 6 L6A6 RBY6

0
L 0

where

T Ar Aay Ap Af] (2.5-14)
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____ ___ ____ ___

In straight-and-level flight at 105 KIAS, and normalizing lateral accel-

eration by the force of gravity,

[.75 -2.67 -.26 0

F 2.204 -.4 0 -.403 (2.5-15)
1.16 5.216 -6.5 0

0 0 1 0

-7.13 -. 252-

G= 2 2 (2.5-16)
2.59 21.

with Aa given in units of g's.

With these matrices governing system dynamics, the design proceeds

by suitable choice of matrices,Hx and H ,which define the command vec-
tor, I

AT = [La 6p] (2.5-17)

y

These matrices are given by

H= [0 1 0 0] , Hu Lo 0] (2.5-18)0x 0 1 00 0

Using these values, and using the approach followed in the previous

section, steady-state relationships are found to be1 ]0][Ar*., .183 [.181 0
Aa* = 0 1..0 (2.5-19)

Ap* 0 0. 1

1R [-011 [-.386 .41'I520
A6*- -.008J + -.211 .315
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As was done for the sideslip angle controller, several sets of

weightings are used to present the pilot with several different sets of

dynamic characteristics. These weighting factors, along with the asso-

ciated response characteristics, are presented in Table 2-9. Note the

effects of the weighting factors on the step responses: merely includ-

ing weighting on the rate of change of lateral acceleration significantly

increases the acceleration response rise time, while the sale effect is

derived in the roll response by weighting roll acceleration and by in-

creasing the weightings on aileron control rate. The optimal gains for

each of these command modes are presented in Table 2-10, while Figures

2-11 through 2-13 present the tine histories for step inputs in each of

these nodes.

The closed-loop step response characteristics for the lateral accel-

eration/roll rate command modes shown are nearly identical to the step

responses of the sideslip angle/roll rate command modes; additionally, the

effects of the controller on the closed-loop stability derivatives, shown

in Tab'- 2-11 are very similar to the effects of the sideslip angle control

laws. Inasmuch as the control characteristics of the two different com-

mand structures are nearly identical, using lateral acceleration

control rather than sideslip angle control may prove desirable when side-

slip angle measurements are not possible.

2.S.3 Roll Rate/Yaw Rate Command

The combination of roll rate and yaw rate commands provides a

third alternative for the digital CAS. Decoupled control of these two

variables provides rather unusual control chziracteristics, with foot pedals

producing a flat, or "skid", turn capability and lateral stick producing a

"knife-edge" flight condition; in this respect, from an actual design

viewp~oint, a control law which governs these two variables may not

have practical significance. ibis unusual combination is useful, how-

ever, in that it demonstrates some of the problems and capabilities of

the control law design process.
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Table 2-9 Weighting Factors and Response Characteristics for a , p CAS

Mode A Mode B "ode C

Ar 30 15 15

State Aa 250 15 15Y
Weightings Ap 100 15 15

AO 25 5 - 5

Control A6R 33 15 15

Weightings A6A 33 15 15

Control Rate AR 1 1 1

Weightings AA 1 1 20

0 0 0

State Rate Aa 0 0 5.Y

Weightings Ap 0 0 1

0 0 0

Roll Rise Time .20 sec .27 sec .55 sec

Command % Overshoot 6.4% 6.3% 3.6%

Lat. Acc. Rise Time .68 sec 1.24 sec 1.97 sec

Command % Overshoot 2.0% .17% .09%

w 6.455 rad/sec 5.107 rad/sec 6.54 rad/secn1DR

DR 0.65 0.70 0.74
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Table 2-10 Optimal Gains for ay, p CAS

Mode K1  K2

-5.68 -2.82 0.31 1.06 11.39 .88A

1.40 2.25 1.36 2.14 -.17 11.80

B 2.34 .63 .14 .27 -7.55 .48

.73 1.16 .61 1.41 -.09 7.62

C -2.98 1.56 .02 .40 8.82 .81

.39 .46 -.14 .36 -.23 3.51

Table 2-11 Closed Loop Stability Derivatives for ay, p Control Modes

Basic VRA Mode A Mode B Mode C

N -.75 4.12 .88 1. 1r

N -2.67 .92 -2.79 -3.45a
V

NR -7.13 -14.75 -11.19 -12.44

L 5.216 10.37 7.60 6.54

Lp -6.5 1.68 -4.52 -6.92

L 6A 21. 57.53 35.72 27.46
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Using the F and G matrices associated with the roll rate/sideslip

angle CAS, the design proceeds by specifying the command vector and

its defining observation matrices,

Ay [Ar Ap] (2.5-21)

H r1 0 0 01 Hu [0 0o ] -. (2.5-22)x 10 0 1 0J ~0 0J

Using these, the steady-state relationships between pilot commands and

state and control positions are determined. Again, these are found

using the reduced-order state vector, since roll rate is one of the com-

mand variables. The relationship of interest here is that between

steady-state control deflection and pilot command,

= [2-2.132 -0.0481 (2.5-23)
[1.161 0.315]

When commanding yaw rate, control position is given by

MAR-l = [-2.1321

MA -1.16 Ar c(2.5-24)

where the subscript c indicates the command value.

While not immediately apparent, this relationship helps demonstrate

some of the limitations of the control law, when the law is derived us-

ing a difference approximation for control rate. Using the above rela-

tionship, it should be noted that any substantial yaw rate command

causes steady-state control positions which are far from the nominal

control positions; for example, a commanded turn rate of 5 degrees per

second gives a steady-state response of over 10 degrees and 5 degrees

for rudder and aileron,respectively. The problems with this are three-

fold: first, the control law specifies that the initial control posi-

tions are identically the steady-state values; second, this large
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initial control deflection produces correspondingly large transients

in the response characteristics; and, third, rudder deflection produces

immediate yaw rate response, as evident in all of the step responses

presented thus far. The combination of these effects produces a sig-

nificant problem for the control law: the transient overshoot in the

yaw rate command initial response cannot be corrected by adjusting

this control law's weighting matrices. Indeed, in time histories

generated, overshoots in the yaw rate command response of-over 300

percent existed regardless of the weightings chosen.

It was this situation that dictated the necessity of finding

a different approach to generate control position output from a

control rate command structure, leading to the Tustin Transform

approach presented in Section 2.3.3. Using the Tustin Transform,

the control law is

= L K) 11(L I - K2)Ay14. 1 - Kag- agl * -

(2.3-59)

This contrr: law structure has an obvious advantage: the initial

response depends upon the optimal gains. The dramatic effect of

this is seen in the three yaw rate command responses shown in

Figure 2-14, for the weightings presented in Table 2-12. All re-

sponses are for a command in yaw rate of 0.1 radian per second.

The effect of state rate weightings also is dramatic when the

control law is allowed to temper the initial command response.

Because this control law structure was derived late in the in-

vestigation, and because of the unusual aircraft response characteris-

tics associated with these two command variables, an in-depth evaluation

of the closed-loop control characteristics was not conducted, nor was

this form of the control law further developed for actual implementation

in the VRA. A representative set of command responses for both yaw rate

and roll rate command, however, is presented in Figure 2-1S; these time

histories show how such a CAS would affect the aircraft's comnsand re-

sponse character~stics. Figure 2-lSa presents the response to foot

2-66



Table 2-12 Weightings and Step Response Characteristics for

Yaw Rate Commands

Wei ghtings Case 1 Case 2 Case 3

Ar 25 25 25

AB30 30 30

AP10 10 1D0

AO0.5 0.5 0.5

MR 15 15 15

MR0.9 0.9 0.9

40 0 0

Rise Time (sec) 0.23 0.5 0.75

% Overshoot 129% 39% 13%

pedal inputs: flat, uncoordinated skid turns, characterized by near-

zero roll rate and large sideslip angle. Figure 2-15b represents the

aircraft's response to lateral stick inputs: knife-edge flight, charac-

terized by near-zero yaw rate, and a sideslip angle proportional to

roll angle which produces the nose-up attitude necessary for level

flight.

* This is the last of the command combinations to be evaluated for

the lateral-directional CAS. The remaining two sections of this chapter

deal with the remaining subjects of this investigation, the design and

evaluation of a sideslip angle estimator, and a comparison of Type 0

and Type 1 control structures under less than ideal conditions.
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2.5.4 Comparison of Sideslip Angle Estimators

I

This section presents the actual design of reduced-order side- L*
slip angle estimators based on the Kalman Filter algorithms presented

in Section 2.4-1 and based on the reduced-order models presented in

Sections 2.4.2 and 2.4.3.

The first step in the design of a reduced-order estimator is to es-

tablish the validity of the truncated and residualized models presented

earlier. The eigenvalues of these different models are presented in

Table 2-13.

Table 2-13 Eigenvalues of Reduced-Order Models

Case nDR 6DR AR AS

1) Full 4th Order Model 2.627 .203 -6.575 -.0071

2) Fast Roll Mode, Neutral Spiral, 2.584 .23 -6.5 0

Slow Dutch Roll

3) Fast Roll Mode, Slow Spiral, 2.644 .225 -6.5 -.0071

Slow Dutch Roll

--------- -----------------------------------------------------------------------

4) Fast Dutch Roll, Slow Roll, 2.490 .231 -6.994 -.0074

Slow Spiral

5) Truncated 2nd Order Model 2.490 .231 -6.5 0

Based on these eigenvalues, three reduced-order models are investi-

gated. These include the third-order model based on a fast roll mode,

slow spiral and slow Dutch roll modes (Case 3); the second-order

truncated model (Case 5); and the first-order model based on the

equation for lateral acceleration, Equation 2.4-33.
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Once the appropriate reduced-order model has been established,

the sequence for finding the optimal estimator gains follows that shown

in Figure 2-16. After defining the continuous-time system dynamics,

control effectsand disturbance effects matrices, their discrete-time

equivalents are found using Equation 2.3-5, 2.3-6,and 2.3-29. These

matrices define the linear difference equations of motion which take

into account disturbance inputs. Next, the measurement vector is defined

by choice of H and Hu, where Az the measurement vector, is given as

Az = H Ax + H Au + (2.5-25)
-::K x K =K U K -_K -K

since measurements will include both state and control.

Defining the statistics of both the measurement noise and distur-

bance inputs follows next; continuous-time random disturbance are con-

verted to their discrete-time equivalents using Equations 2.4-15 and

2.4-16. When these have been defined, the Kalman filter gains are com-

puted using Equations 2.4-35 and 2.4-36. This algorithm is followed

below in deriving third-order, second-order, and first-order sideslip

angle estimators.

The third-order residualized model of sideslip angle dynamics pre-

sented in Section 2.4.2 is governed by

.796 6.369 0 1-6.23 -1.092

F = -1. -.4 .8] ; G = -.07 0 ]
.178 -1.769 .089 -3.23

L .3 .4 
(2.5-26)

1.769

where

AxT = [Ar AS AO] (2.3-27)

2-71



START
D A

DEFINE DEFINE
F, G, L R

CALCULATE CALCULATE
, A Rk

DEFINE CALCULATE
Hx, Hu Po

DEFINE CALCULATE
0 Kco

CALCULATE STOPD
Ok

A

Figure 2-16. Sequence for Finding Kalman Filter Gains.

2-72



Since the estimate of sideslip angle will be based on measurements

of yaw rate, lateral acceleration, and roll angle, the measurement

vector is defined by

H= -2.204 0 H -. 88 0(2.5-28)

For the purpose of this investigation, it was assumed that the dis-

turbance input magnitude was large when compared with the measurement

error magnitudes; the actual values used to describe the random noise

are given in Table 2-14.

Table 2-14 Disturbance Input Intensities

Quantity Intensity

Sideslip Angle Random Disturbance 5 deg

Yaw Rate Measurement Error .15 deg/sec

Lat Acc Measurement Error .003 g

Roll Angle Measurement Error .05 deg

Using these values as the continuous-time noise descriptions, discrete-

time covariance matrices are found, the steady-state covariance matrix,

MW P0,, is determined, and the steady-state Kalman filter gains for the

third-order model are found to be

.643 .023 -1.25 1
K. -.014 - .313 .079 (2.5-29)

[-.178 -.019 .346]

The truncated model which governs sideslip angle dynamics is given

by
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Using measurements of yaw rate and lateral acceleration, the measure-

ment vector is defined by

1F 00Hx = VJ ;H j*35J(2.5-31)

*and using the same values for disturbance intensities, the second-order

Kalman filter steady-state gains are found to be

K. .979 .068 (2.5-32)
-039 -.3051

The first-order model of sideslip angle dynamics contains only

sidelipangle in the state vector; its dynamics are governed by

F = -.4] ; G = [-.071 ; L = [-.4] (2.5-33)

Using only a measurement of lateral acceleration,

H x= [-2.204] ; Hu [-.3858] (2.5-34)

and the steady-state Kalman filter gain is

k.= [-.398] (2.5-35)

These gains are used in the Kalman filter estimate equation, which

is found by combining the state estimate extrapolation equation, Equa-

tion 2.4-12, and the state estimate update equation, Equation 2.4-7:

~ ~ *TU~ 1  -H (WA 4 H (2.5-36)

The actual estimators are compared by giving the system a step rudder

input, by generating time histories of each of the estimators based on

actual knowledge of the system states, and by comparing the estimator

responses to the actual sideslip angle response. These time histories

are presented in Figure 2-17.
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Figure 2-17. Sideslip Angle Estimator Responses.
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It seems that the responses shown are inconsistent; the first-

order model, while being the most inexact dynamic model, produces an

estimator response which is very similar to the good estimation of

the third-order model, while the second-order model diverges from the

actual value. The explanation is important. The second-order model

estimator diverges from the actual sideslip angle response because it

does not take into account the convergent spiral mode dynamics as does

the convergent third-order estimator. The first-order estimator con-

verges because it takes into account only the linear relationship

between sideslip angle and lateral acceleration. This can be seen by

expanding Equation 2.5-36 for the first-order model,

ASK ( 0 - K o)aK-1 * (r - K r)4_ 1 - K6R A6R,: + K Aa (2.5-37)YMK

Note that when K is approximately equal to 1/Y,, as is true in this

case, the following approximations can be made:

KYD) = 0 (2.5-38)

(r - KY F) 0 (2.5-39)

AB K a KY 6R 6R K  (2.5-40)
YK

In this case, the estimator does not actually update the previous esti-

mate, as do the other two cases; it derives an estimate based only on
a knowledge of the current value of lateral acceleration and rudder

position, and on the linear relationship between sideslip angle and

lateral acceleration. Because the first-order estimator appeared to

produce as good an estimate as the third-order estimator while mini-

mizing necessary control computations, the first-order estimator was

chosen for implementation in the lateral-directional CAS for the VRA.
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2.5.S Effects of Parameter Variations

As was mentioned earlier, the Type 0 control laws do not null

steady-state errors under all conditions. Of specific interest in this

investigation is how the Type 0 command response differs from Type 1

command response under these conditions: first, when disturbances are

present, and, second, when the model used in the design prpcess is dif-

ferent from the actual aircraft model. The disturbance response charac-

teristics of the two control structures will be dealt with in the next

chapter; this section presents the response characteristics of the two

structures when the aircraft parameters are varied.

This comparison was made using the Type 0 controller governing roll

rati; and sideslip angle, Mode C, and its equivalent Type 1 structure.

The model used to compute steady-state values of state, control, and

optimal gains was identical in each case; however, stability derivatives

were selectively changed in the model used to generate the time his-

tories. In this manner, the response of the control laws to a design

model mismatch in each stability derivative i.e., the control laws'

"robustness" could be computed. The most dramatic of these responses

are illustrated in Figure 2.18.

Figure 2.18a shows both responses to a roll command when the roll

- damping coefficient, L , is reduced by 25 percent in the actual model.

The Type 0 response is seen to overshoot dramatically, because it de-

pends upon the actual roll damping of the aircraft to control roll re-

sponse. On the other hand, the Type 1 response also overshoots slightly

because of the decreased damping, but immediately responds to produce

the desired result. Figure 2-18b shows the sideslip angle command re-

sponses when the dihedral effect is increased by 25 percent. Again,

the Type 0 controller fails to correct the increased rolling of the air-

craft due to the sideslip angle, and settles at the wrong values of both

sideslip angle and roll rate. The Type I controller exhibits no such

hangoff error. The same characteristics are evident in Figure 2-18c,

where the weathercock stability of the aircraft is decreased by 25 percent.
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Figures 2-18d, e, and f demonstrate the difference between the

controllers when the control effectiveness derivatives, L 6A and N 6R'

are reduced by 25 percent. Here again, the results are the same.

The Type 0 controller settles at the wrong values of Ap* and A$*,

while the only differences in the Type 1 responses are a slight

increase in the rise time due to the decreased control effectiveness.

It appears that the Type 0 controller relies heavily upon the

natural stability and response characteristics of the system to

produce the desired response; it does not force the system to the

commanded values, as does the Type 1 control law. Under these condi-

tions, the Type 1 system is clearly superior to the Type 0 system

because it actively pursues the commanded input value; however, as

will be seen later,this Type 1 control law has extremely undesirable

response to disturbances.

The next chapter describes how the control laws presented in

this chapter actually are implemented in the Micro-DFCS. It describes

the hardware and software aspects of the DFCS, and presents pre-flight

test results in the form of hybrid simulation.
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3. OPERATIONAL DIGITAL CONTROL LAW STRUCTURE

The control laws presented in the last chapter are trans-

formed into control programs which operate within the microprocessor-

based digital flight control system. The type of equipment used to

implement the Micro-DFCS, in addition to the control laws themselves,

dictates the structure of these control programs. This chapter

details these specific aspects of this investigation; a description

of the equipment used in the actual flight control computer unit

(FCCU) and of the operational control programs used is presented

here. Results of control system validation testing using hybrid

simulation of the VRA also are presented.

3.1 MICROPROCESSOR-BASED DIGITAL FLIGHT CONTROL SYSTEM

The primary task of the M#icro-DFCS FCCU is to accept analog

information from aircraft sensors, to calculate the control laws, and to

provide analog commands to the aircraft controls at periodic instants

in time. This definition suggests several necessary characteristics for

the hardware to possess. In order to minimize error in control law cal-

culations, the computations must not only be fast, as determined by the

instruction cycle time, data and bit length, and the speed of the mathe-

matical operations themselves, but the computations must have precision

at least as great as the resolution of the digital data words generated

by the analog-to-digital (A/D) converter. Resolution of the A/D and

digital-to-analog (D/A) converters should be consistent with the measur-

able resolution of the sensors and control actuators. In addition, a

computer with at least one interrupt that can be triggered by a resetable
timer is needed to initiate the control law calculation at precise in-

stants in time. The description of the FCCU used in this investigation

will be based on these quantities. Additional descriptions of the Micro-

DFCS hardware can be found in References [19] and [30].
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The Model I Micro-DFCS FCCU is based on the Intel Single Board

Computer (iSBC) using the Intel 8085 Central Processing Unit (CPU).

The main functions of the FCCU are executed on separate circuit boards.

Figure 3-1 displays the organization of the Micro-DFCS FCCU; the iSBC

80/05 central processing board is supported by a high-speed mathematics

unit, random-access and programmable read-only memory (RAM and PROM),

A/D and D/A conversion boards, and a hand-held control-display unit (CDU).

The CPU has an eight-bit data word length and uses a set of 80 machine

instructions, with instruction cycle times ranging from 2 to 6.1 psec.

The CPU board has 22 parallel lines of input and output (I/O), 4.5K of

memory, and one hardware interval timer which may be wired to an inter-

rupt line of the 8085 and which may be preset by software to vary the

interrupt time interval.

The mathematics unit performs fixed-point and floating-point opera-

tions, where the typical time needed to do one 32-bit floating-point

operation (including time to pass arguments to the unit) is 137 psec.

This unit provides the operational speed necessary to compute the control

law in the required time interval. The main memory provides 24K words

of RAM and PROM and also interfaces with the CDU. The battery-back-up

board stores data and programs with power off for up to 96 hours, and is

used to transfer the control programs from the software development

system to the FCCU mounted in the VRA. The analog I/0 boards provide

I16 differential or 32 single-ended input channels and 6 output channels,

each with 12 bit resolution. The A/D has a conversion rate of 28 KHz

and can be interrupt- or software-driven [18]. The Termiflex HT/4 hand-

held CDU provides double-stroke (keypad plus shift key) input and 2-

line, 12-character LED display of ASCII characters. Although it has a

limited display and requires multiple key strokes, it is functionally

equivalent to a conventional 1200-baud keyboard/display terminal; it

allows the pilot to monitor and command the Micro-DFCS.

The FCCU is housed in an RF-shielded, shock-mounted aluminum box.

The 6 computer boards identified in Figure 3-1 plug into two 4-board

cages, which allows the addition of additional boards without hardware
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modification. FCCU power (±5, ±12) is obtained by regulating the

VRA's primary 28vdc.

3.2 CONTROL PROGRAM DEVELOPMENT

The Intel 8085 CPU operates as the data bus control unit,

coordinating information flow among the supporting elements of the FCCU.

It does so according to control programs which have been coded in ma-

chine language for the CDU. These programs provide initialization, CDU

interface, control law calculation, and self-test capability; the devel-

opment of these routines is the subject of this section.

3.2.1 Development System

The FCCU and CDU are shown with components of the control pro-

gram development system in Figure 3-2; shown are the FCCU and CDU rest-

ing upon the ground chassis/power supply, a keyboard-CRT terminal, an

acoustic coupler, and a telephone extension. Not pictured is a keyboard-

printer unit. These components provide for an efficient and flexible

method of coding Micro-DFCS control programs; a schematic depicting the

overall development system is shown in Figure 3-3.

The ground chassis holds and powers the microcomputer boards iden-

tified in Figure 3-1 during the development phase. The keyboard-CRT

terminal serves multiple purposes during program development. It pro-

vides a direct communications link with the microcomputer; it allows

programs, when first coded in assembly language, to be entered into the

microcomputer, and it provides a rudimentary text editing capability before

the programs are sent to Princeton University's IBM 370/158 computer

via the acoustic coupler and telephone link. The CRT terminal provides

system monitoring capability, as well as conmunciation with the IBM

computer over the telephone link. The computer allows more sophisticated

text editing, cross-assembly of the Micro-DFCS code, and permanent storage

of all programs. During latter stages of program development, the assem-

bled routines can be loaded into the Micro-DFCS from the computer and
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Figure 3-2. Components of the Micro-DFCS and Software
Development System.
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debugged using the keyboard-CRT unit. The keyboard-printer provides

the same functions as the CRT unit, but it provides printed copies of

program listings as well.

3.2.2 Control Program Considerations

Prior to actual control program development, consideration

must be given to several factors. Among those to be considered are

speed of the control calculations, computational delays, and memory

space requirements.

The most important consideration in the design process is the speed

of the computation. It is important to minimize the computational de-

lay in the control law, that is, to minimize the time between the actual

pilot command and the actual control response. This can be done in two

manners. First, as noted in Chapter 2, the subscripts in the control

laws indicate that the command value at any instant in time depends

upon values taken during the previous sample. Therefore, by precomput-

ing values to be used in the next control calculations, computational

delay tine can be reduced. Using this approach, the following should

be the sequence of the control law algorithm:

1. Sample the aircraft states and pilot commands

2. Compute portions of control laws based on current sample

3. Add portion of control law based on previous sample

4. Send control law commands to control surfaces

5. Compute values to be used in the next control law calculation

A second method of minimizing computation time is to make the con-

trol program specific to the task. By avoiding the use of generalized

subroutines, the actual execution duty cycle of the control law can be

minimized. This can be accomplished only when a large memory

capability is available. Because of the limited memory available dur-

ing this investigation, some tradeoffs must be made betweer, the use of

specific task control programs to minimize control execution times, and
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the use of subroutines to minimize memory requirements. This tradeoff

can be accomplished efficiently in the following way. The part of

the control program between the sampling of the aircraft states and

pilot commands and the generation of Micro-DFCS command values should

be specifically coded to minimize computational delay. The remaining

portion of the control program, that part associated with computing val-

ues for the next control calculation,may use subroutines t-o minimize

the memory requirements. By doing this, the time critical part of the

routine can be optimized with respect to time, while the remaining part

can be optimized with respect to memory space.

Other factors to be considered in the control program development

include design flexibility, system interfaces, and an error detection

capability. These factors will be discussed in more detail in the fol-

lowing section.

3.2.3 Control Program Implementation

The actual implementation of the control laws presented for

the Micro-DFCS is accomplished using three sets of control routiner'.

These sets, entitled the Flight Control, Executive, and Utility Rou-

tines [19], together make up the control program entitled CAS-4 [30].

The routines of CAS-4, arranged in chapter format, are listed with mem-

ory requirements in Table 3-1.

The Flight Control Routines are responsible for performing the

actual control law calculations at each timed interrupt. The selected

control mode (Direct, Roll Rate-Sideslip Angle, or Roll Rate-Lateral Ac-

celeration) determines which control law will be executed at each sam-

ling instant. Because these calculations must be accomplished at pre-

cise time intervals, the control law execution takes priority over all

other control programs.

Supporting the Flight Control Routines are the Executive and Util-

ity Routines. The Executive Routines provide for initialization of all
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Table 3-1 CAS-4 Table of Contents and Memory Requirements

Memory
Words

Executive Routines

Initialization 120
CDU Interface and Command Recognition 89
Memory Check 154

Utility Routines

Analog-to-Digital Conversion 19
Entry Error 68
Blink 24
Clear Line 24
Console Output 11
Count-Up Display 76
Decimal to Hex Conversion 25
Erase Block Memory 8
Math Error Processor 112
Hex-to-Decimal Conversion 61
Numeric Input 67
Interrupt Count 20
Limit Analog Output 46
Math Unit Driver 4
Mode Change 143
Mode 4 Words 13
Serial Output 13
Calibrated Step Input 295
Set Delay 274
Hlex Input 76
Timer 137
Console In 12
16 Bit Decimal-to-Hex Conversion 75
Delay 143
Slow 24
Resolution 126

Flight Control Routines

Direct Mode Set Up Routine 97
Type 1 Control Law Set Up Routine 59
Lateral Acceleration, Roll Rate Command Set Up (Mode A) 227
Lateral Acceleration, Roll Rate Command Set Up (Modes B, C) 232
Sideslip Angle, Roll Rate Command Set Up (Mode A) 272
Sideslip Angle, Roll Rate Command Set Uip (Modes B, C, D) 348
Sideslip Angle, Roll Rate Command Set Up (Modes 15, 16,

17, 18) 480
Direct Mode Interrupt Service Routine 158
Type I Control Interrupt Service Routine 813
Lateral Acceleration, Roll Rate Command Interrupt Service
Routine 34

Sideslip Angle, Roll Rate Command Interrupt Service Routine 1657
Sideslip Angle Estimator Routine 1 72

TOTAL 6851
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user defined parameters, CDU interface, and one of three error detec-

tion methods. This error detection routine checks the contents of mem-

ory every 50 samples to ensure that the coding of CAS-4 has not changed

(the other error detection methods include checking for mathematical

errors on each operation and a steady blinking light on the pilot's

panel which indicates the Flight Control Routines are operating pro-

perly [19]). The Utility Routines comprise major and often performed

tasks which are written as general subroutines.

These supporting sets of routines are responsible for the flexi-

bility of the control program. New flight control programs can be de-

veloped quickly and efficiently using these existing routines. A brief

description of these subroutines which make up the Executive, Utility,

and Flight Control Routines can be found in Appendix D.

3.3 CONTROL SYSTEM VALIDATION USIN( HYBRID SIMULATION

Prior to actual flight test, the flight control program is ex-

amined in a hybrid simulation of the VRA/Micro-DFCS combination. The

VRA's lateral-directional dynamics are modeled on an EAI TR-48 analog

computer, allowing a "real-time"I simulation of the Micro-DFCS perfor-

mance to be generated prior to flight. By comparing the hybrid simula-

tion test results with the computer generated results presented in Chap-

ter 2, the Micv'o-DFCS control program can be tested and validated prior

to installation in the VRA. Tht results of the hybrid simulation tests

are presented here. In addition, response characteristics of the various

command structures in the presence of both step and random sideslip angle

gust inputs are examined under hybrid simulation; these results are pre-

sented as well.

Based on the fourth-order model of lateral-directional dynamics pre-

sented in Chapter 2, Figure 3-4 depicts the analog computer schematic

used to represent the VRA during hybrid simulation testing. The poten-

tiometer settings for the test flight condition are given in Table 3-2.

Roll rate, yaw rate, roll angle, and sideslip angle (lateral accelera-

tion) signals generated by the analog simulator are sent to the Micro-
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Table 3-2 Computer Potentiometer Settings for VRA Lateral-

Directional Model

Pot Parameter Scaling Setting

00 L6A L6A/100 .210

01 L L p/10 .650

02 LB LB/I0 0  .115

03 L L /10 .116
r r

05 N6 R N6 R/lO .610

07 NB N O/10 .590

08 N N .750
r r

10 yV/V YB/V .400

11 g/V g/V .181

12 N6 A ..:.A 252

13 L6R L.R 058
1

15 V /g Vo/g x 51.3 .096

18 rad/deg 10/57.3 .175

20 N N .260
p p

30 NYCON .5/NYCON

45 RRCON .087/RRCON .112

46 YRCON .087/YRCON .136

47 BCONV .087/BCONV .840

50 FICON .087/FICON .416

52 AICON 1/.087 x AICON .386

53 RUCON 1/.087 x RUCON .386
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DFCS, which in turn provides rudder and aileron commands to the analog

computer, based on the control program in effect. Inputs to the A/D

converters and outputs of the D/A converters of the Micro-DFCS are

scaled for a specific reason: the voltage levels of incoming and out-

going signals must duplicate the voltage levels produced by the actual

sensors of the VRA. This ensures that all gains and scaling factors

within the control programs can be verified on the ground.

All of the control law combinations presented in Chapter 2--Direct,

Type 0 and Type I roll rate, sideslip angle, and Type 0 roll rate, lat-

eral acceleration command structures--were tested on the analog computer.

The same quadratic weighting factors used in the computer generated re-

sponses were used in the hybrid simulations (mode designations for these

tests are identical to those used earlier)! In addition, different sam-

pling rates were tested on the analog simulator, with the linear-optimal

gains used in the control laws reflecting the different sampling inter-

vals. Each mode was tested by generating step commands in lateral stick

and foot pedals; these commands were generated internally in the Micro-

DFCS using the calibrated step routine explained in Appendix D. The

lateral-directional responses of the VRA, and stick and pedal command

outputs were recorded on a strip chart recorder.

It was during this series of tests that the actual control program

execution times were investigated. It was found that the direct mode

control program takes 8 msec to run, while the Type 0 command law takes

37 msec to run. By taking advantage of the control law structure--that

is, by using precomputed values in executing the control law--the actual

time between the sampling of the aircraft states and the command output

from the Micro-DFCS was reduced to 12 msec for the Type 0 control law.

The remaining 25 msec of the execution time was devoted to computing

values for use in the next sampling instant and control calculation.

No such investigation was made of the Type 1 control law.

Figures 3-5 and 3-6 present some of the results of these validation

tests. Figure 3-5 presents the responses of the Micro-DFCS to roll

*

See Tables 2-4 to 2-11 for mode descriptions.
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Figure 3-5. CAS-4 Roll Rate Comand Response.
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Figure 3-5. CAS-4 Roll Rate Command Response. (continued)
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commands, while Figure 3-6 represents the sideslip angle (lateral ac-

celeration) command responses. Each column represents one test run,

with each column labeled by the flight control mode operating and the

desired command value. Responses are shown for yaw rate, sideslip

angle, roll rate, lateral acceleration, and pedal and stick commands.

Examination of these responses reveals that the Micro-DFCS operates

as desired. A comparison of these responses with the comlirter generated

responses presented in Chapter 2 reveals identical command response char-

acteristics, with one exception. The lateral acceleration command re-

sponse in Figure 3-6, while exhibiting the desired response shapes,

reaches a steady-state condition at less than the commanded value, i.e.,

a non-zero hangoff error. There are two possible explanations for this

apparent system error. One is that one or more of the linear-optimal

gains used in the control law was miscoded in the control program. A

second possibility is model mismatch, as explained in the previous chap-

ter. During control law development, lateral acceleration control laws

were derived based on a fourth-order model using lateral acceleration,

yaw rate, roll rate, and roll angle. The analog model of the VRA, how-

ever, was based on a fourth-order model using sideslip angle rather than

lateral acceleration, with lateral acceleration calculated from the other

four lateral-directional states. While the two models should have been

the sane, model nisnatch could have provided the non-zero hangoff error ex-

hibited by the hybrid simulation response. In view of the other results

presented, however, no further investigation was made of this anomaly.

Several characteristics of the control laws designed using sampled

data regulator theory are evident in the hybrid simulation results.

First, the effects of the zero-order hold can be readily seen in the

rudder and aileron control time histories. In addition, the effects of

decreasing the sampling rate on the command responses can be seen in

Figure 3-6. Sideslip angle command response is shown for sampling rates

of 10, 6, and 4 samples per second, with identical command response in

each case. It should be noted that these responses are characteristic

only of an environment with zero disturbance; with large dist'..--bance
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inputs, the responses with the lower sampling rate may have been degrad-

ed to some extent. The results tend to show, however, that the design

process and the optimal gains take into account the longer sampling

interval; practically speaking, lower limits on the sampling rate may

be bounded by disturbance inputs, as explained in Chapter 2, or by pilot

preference.

In addition to providing Micro-DFCS and control program validation,

the hybrid simulation of the VRA offered a second opportunity: to com-

pare the basic aircraft response with the Type 0 and Type 1 control re-

sponse in the presence of controlled disturbance inputs. For this in-

vestigation, disturbances in sideslip angle were introduced to the

system, and the Micro-DFCS response in three modes of operation were

recorded. Step inputs were used to simulate a steady crosswind field,

while random inputs were used to determine turbulent gust response.

Direct mode and Typc 0 and Type 1 proportional-integral control

responses for a constant sideslip angle disturbance are shown in Figure

3-7. The direct mode exhibits the characteristic aircraft response:

excitation of the Dutch roll node, with the natural weathercock stability

reducing the sideslip angle to zero. The Type 0 control mode shows a

greatly improved disturbance response: a well-damped Dutch roll mode

(as evidenced by the elgenvalues presented in Chapter 2) and a smooth

return to the steady-state conditions. Because it is a Type 0 system,

however, steady-state errors are not necessarily nulled. Except for the

hangoff error in the roll rate (p) response, this may not be apparent

from the figure. In contrast to the Type 0 response, the Type 1 sys-

tem attempts to rapidly return the aircraft to the steady state-condi-

tions, which results in overshoots and large transient response charac-

teristics. It does, however, null steady-state errors. The same re-

sponse characteristics can be seen in each mode for a random gust input.

Figure 3-8 presents time histories for the gust response of each mode

to the same history of random inputs.

The differences between the Type 0 and Type 1 system responses to

the disturbances are functions of the structures of the control laws.
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It was mentioned earlier that the Type 0 system acts as a low-pass fil-

ter rather than a pure integration due to the multiplication of several

terms by At and due to the (I - AtK) term (Chapter 2). No such filtering

effect is seen in the Type I system. The Type 0 system recognizes not

the initial error, but the aircraft response to that error, and conse-

quently uses the controls to damp the aircraft's natural stability and

provide a smooth return to steady-state conditions. On the other hand,

the Type I system recognizes the initial error, and applies controls

to correct back. This adds to the naturally stable movement of the air-

craft to produce the transient response behavior exhibited in the time

histories.

In neither case was the actual knowledge of disturbances used in

the design process; the LAw term in the linear equations of motion was

assumed negligible in the calculation of steady-state values of state

and control. It seems possible, then, that some improvement over the

uncompensated proportional-integral controller could be achieved by

compensating for disturbances in the design process and by using dis-

turbance estimators. A comparison between these two methods is pre-

sented in [311. It was found that, while Type I integral control nulls

steady-state errors even in the presence of modeling errors, the tran-

sient response may be more severe because no use is made of assumed

knowledge of the disturbance as in the conventional estimator. The
same characteristics of integral control mentioned in [31] appear in the

disturbance response time histories presented here.

The hybrid simulation test results presented in this section provide

the validation of the Micro-DFCS operation necessary prior to the con-

duct of actual flight testing. The actual flight test procedures, anal-

ysis, and results are presented in the following chapter.
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4. FLIGHT TESTING OF THE DIGITAL CONTROL SYSTEM

Actual in-flight testing of the Micro-DFCS is the most impor-

tant aspect of this investigation. Testing in an operational system

such as the VRA is necessary to provide information which will help

bring modern control theory and the actual practice of digital flight

control closer together. These flight tests are the subject of this

chapter; flight test objectives, configuration, and both qualitative

and quantitative test results are presented here.

4.1 FLIGHT TEST OBJECTIVES

Specific flight test objectives for the Micro-DFCS can be cat-

egorized under two major areas of investigation:

0 To identify the problem areas and characteristics of a digital

flight control system, especially one which is operating at low

sampling rates;

0 To provide actual operational verification of control laws designed

using modern control theory techniques.

The first major area of investigation deals primarily with hardware-

related problems. Those areas of particular concern in this investiga-

tion include:

* The effects of radio-frequency noise

* The effects of channel and sensor noise

* The effects of low sampling rates, especially with respect to con-

trol surface movements, structural vibrations,and general aircraft

responsiveness.

High frequency noise eignals, such as RF noise from the VRA's telemetry

system and communcations radios, pose a particular problem for the Micro-

DFCS. The same is true of c1 innel and sensor noise due to structural

vibrations (which are not modelled in the design process and are not

present in the hybrid simulation). While these higher frequency signals
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go undetected by an analog control system, the sampling process causes

these signals to be "aliased" or "folded" to low frequency, thereby

contaminating the actual low frequency data. The effects of these sig-

nals on the operation of the control laws themselves will be examined

in this investigation.

In-flight verification of the control law design process is the

second major area of concern. The use of weighting factors in the

sampled-data design process to vary aircraft response characteristics

is evaluated here.' Methods of evaluation and verification include:

0 Flying qualitites criteria

* Pilot opinion of aircraft responsiveness and handling qualitites

0 Actual tracking tasks under various configurations

0 In-flight step responses recorded via the VRA's telemetry

Sys tern

The flying qualities criteria from the Hilitary Specification f16] deal

primarily with roll response characteristics and with lateral-directional

coupling as discussed in Chapter 2. Pilot opinion provided a very sub-

jective evaluation of each of the flight configurations; general respon-

siveness and aircraft response to specific tracking tasks were eval-

uated. Step responses of the same nature as those presented in Chapter

3 were generated. These responses were used primarily to validateI the design process and computer generated results,in addition to pro-
viding actual documentation of the aircraft's response characteristics.

4.-2 FLIGHT TEST PROCEDURES

Preparations for each flight test began with a determination

of specific goals; these included the control modes to be tested, sam-

pling intervals to be used, and types of testing to be conducted. The

control program for the Nlicro-DFCS did not encompass all possible com-

binations of control modes and sampling rates; therefore, slight modi-

fications in the control program, such as optimal gain changes, were

necessary prior to each flight test. Once the Micro-DFCS control program
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was altered according to the specific test objectives, the Micro-DFCS

was tested under hybrid simulation to ensure that all gains and control

parameters had been set correctly. Only after hybrid verification of

the control program was the FCCU transferred to the VRA for the actual

flight tests. During this power-off transfer of the FCCU from the

ground chassis to the flight housing, part of the control program was

stored in the battery-powered RAM while the remainder was.stored in PROM

(After VRA power was applied to the FCCU, the PROM memory was transferred

to RAN for proper program sequencing).

The FCCU was mounted behind the pilot station on a shock-isolated

pallet; four cables connected it to the VRA's fly-by-wire system. One

cable provided the necessary power for FCCU operation, while a second

connected the FCCU to the CDU. A third cable interfaced the VRA fly-

by-wire system; it provided inputs from the motion sensors and pilot

controls as well as the outputs to the control surfaces. The fourth

cable connected the FCCU to a two-position switch and an error detection/

program monitor light mounted on the instrument panel. The switch re-

set the computer's program counter and gave the CPU program control,

and the light flashed at a steady rate whenever a control program was

operating, indicating that the system was sequencing properly.

During all flight tests, the VRA was flown by a two-man crew, which

provides several advantages over single pilot operation with respect to

experimental efficiency and flight safety. The arrangement of the VRA

system is shown in Figure 4-1. The safety pilot has conventional air-

craft controls with mechanical linkages to the control surfaces, while

the fly-by-wire system is flown by the evaluation pilot. Included in

the safety pilot's station are the two-position switch, program monitor

light, and several mechanisms for disengaging the Micro-DFCS in the

event of a malfunction. The evaluation pilot's station includes a

center control stick, foot pedals, and conventional instruments. During

flight, the Micro-DFCS is managed by the safety pilot through

the Termiflex FIT/4 hand-held CDIJ (see Ref. 19 for CDU operation).

When not in use, the CDU is stored in a side panel pocket; in this posi-

tion, the display output is still visible to both pilots.
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The actual in-flight testing followed a basic sequence. Once

the VRA was airborne and at a sufficient altitude to safely conduct

flight tests (usually 5000 feet MSL), the Micro-DPCS was engaged accord-

ing to the following:

1. Attain desired flight parameters.

2. Choose control configuration.

3. Engage the hlicro-DFCS.

4. Conduct flight test maneuver.

5. Disengage Micro-DFCS.

6. Set up for next test.

The first step was necessary for accurate testing, as each control law

was designed for a specific point in the flight envelope. Because the

control laws designed in this investigation were based on straight-and-

level flight at 105 KIAS, most tests were conducted here; however, sev-

eral tests were conducted at other points in the flight envelope to

determine Micro-DFCS performance at other-than-nominal flight condi-

tions. Next, the desired control mode was entered through the CDU.

Once the mode was entered and the Micro-DFCS was operating properlyr as

indicated by the flashing light on the instrument panel, the VRA's FBW

system was engaged. Engaging the FBW system allowed the 6A and 6R com-

mands generated by the Micro-DFCS to be sent to the control surface

actuators; the Micro-DFCS biased the computed control perturbation

with the actual control surface positions prior to engagement to en-

sure a smooth transition from the mechanical to the FBW system. Once

the system was engaged, the evaluation pilot accomplished a specific

test maneuver, the system was disengaged, and the safety pilot maneuvered

the VRA for subsequent tests.

Actual flight test maneuvers consisted of both very general and

very specific tasks. Initial tests consisted mainly of general obser-

vations of the overall performance of the Micro-DFCS and each control

configuration. Of these configurations, several configurations were

chosen to he evaluated and compared in specific tasks and maneuvers.
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These various tasks, as well as the results of each particular flight

test, are presented in the following section.

4.3 FLIGHT TEST RESULTS

Several flight tests were conducted during this investiga-

tion. The general operation of each control configuration was tested

on the first of these flights. No problems were encountered with the

Direct Mode of operation, as this mode operated without state feedback.

Some problems were encountered with each of the close-loop control

modes, due primarily to noise in the unfiltered data.

The lateral acceleration feedback control laws were extremely

sensitive to structural vibrations; these vibrations were superimposed

on the a feedback signal, which resulted in very abrupt and random
y

movements of the rudder. A first-order low-pass analog filter was

added to the a ychannel prior to AID conversion. Thi.s filter proved

sufficient in eliminating the undesirable effects of the structural

vibrations and allowed successful flight testing of lateral accelera-

tion control modes.

A similar problem was noted in the roll axis on the initial flight

tests. The closed-loop roll control provided very random movements of

the ailerons which, although small enough to cause no actual performance

degradation, were very disconcerting to the pilot. This problem was

traced to the aircraft sensors and their interfaces with the Micro-DFCS.

As was mentioned earlier, signals from the aircraft sensors and pilot

inputs have a voltage range of !10 volts. During initial development)

only a portion of this range was actually being used. By recalibrating

the sensors and Micro-DFCS control program to equate the full sensor

voltage range (±10 ) with the full range of each particular aircraft

state (see Appendix D), the actual signal strength of each particular

variable was maximized, thereby reducing the effects of undesirable

noise.
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While this boosting of the signal strengths minimized the closed-

loop control sensitivity in roll, it did not completely eliminate it.

The actual roll angle sensor calibration was .0832 volts per degree,

allowing a range of ±120 degrees. With such a low signal strength,

the closed-loop control law still was susceptible to noise in the roll

angle signal; indeed, those control modes with the highest roll angle

sensitivity (roll angle feedback gains) demonstrated the random aileron

motions most often. Further boosting the sensor signal strengths

eliminated the random control movements for all practical purposes,

and flight testing was accomplished using this modification.

Following successful completion of the Micro-DFCS checkout flight,

several flights were conducted to evaluate each of the control con-

figurations. These tests were evaluated both by the Flight Research

Laboratory staff and by test pilots from the Naval Air Test Center.

The results of these tests are summarized here.

The first two test flights were conducted by members of Princeton's

Flight Research Laboratory. Objectives of these flights included

general observations and comparisons of the control modes, comparisons

between open- and closed-loop control modes during tracking tasks,

and brief evaluations of closed-loop command responsiveness at low

sampling rates; these results are presented in Table 4-1. Also as a

basis for comparison, Figures 2-1 and 2-2 are reproduced in Figures

4-2 and 4-2 with the unaugmented VRA and a,p control nodes marked.

The Direct Mode operating at 10 sps provided the normal open-loop

response with no noticeable sampling effects other than the discrete

movements of ailerons and rudders. The major improvement gained

through the closed-loop control modes was the improved steady-state

decoupling of lateral and directional dynamics. This was evident in

the pilot comments, where the absence of both dihedral effect and

adverse yaw was noted qeveral times, and in Figure 4-2, where sideslip
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Table 4-1 Control ?lode Response Evaluation

Samnpling
Rate (sps) Control Mode Pilot Comments

10 6,p Mode A Acceptable response, although yaw is
jerky and sensitive to sideslip commands.
Roll response good with no adverse yaw.
Rate of tur thly follows roll rate.

10 B,p Mode B No differenct - roll response from Mode
A. Sideslip response better due to per-
ceived lower N8.,

10 8,p Mode C No noticeable difference in roll response.
Sideslip response is softer than Mode B,
but very good with rio adverse effect in
roll. The preferred configuration.

10 8,p Mode D Roll response considered acceptable, but
rated poorer due to slower response time.
No noticeable difference in yaw response.

10 Direct Mode Same response as continuous open-loop

response.
10 a 'p Mode A Response very similar to 8, Mode B. Good

y roll and lateral acceleration response.
No difference noted between 8 and a con-
trol modes. y

10 a 'p Mode B No differences noted between this mode and
y8 Mode C.

10 Type I B,p Very jerky hands-off response, especially
in yaw. Seems to have a faster yaw response
than a,p Hode C. Very sensitive to yaw tur-
bulence in terms of ride quality. No head-
ing changes associated with yaw response,
just high frequency aircraft disturbances.
Excessive yaw "stiffness". Roll response
faster than desired but acceptable. Can't
see any control response improvement over
Type 0 control that would be a trade-off for
jerky inputs and poor turbulence response.

10 8,p Mode C Response nearly identical with B,p Hode C.
with 8 Estimator Turbulence response identical. Smooth

switch-over. Roll response seems the same,
with possibly slight favorable yaw as indi-
cated by turn needle. Sideslip response
identical, with no roll due to sideslip.

10 8,p Mode A Identical roll response. Yaw response
with 8 Estimator nearly the sare with possible slight im-

provement in yaw turbulence response over
6,p Mode A.
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Table 4-1 (continued)

Sampling
Rate (sps) Control Mode Pilot Comments

10 Type 1 8a,p Estimator engages smoothly, but high-
with a Estimator frequency divergent oscillation developed.

Pilot disengaged Micro-DFCS each time.
Oscillation appeared to be- growing rather
than reaching limit cycle. Problem con-
fined to yaw.

8 B,p Mode C No degradation noted in roll or yaw control.
Felt slight abruptness in start and stop of
roll maneuver.

6 6,p Mode C Yaw response same as 10 sps. Slight abrupt-
ness more noticeable in roll.

5 a,p Mode C Jerkiness in yaw becoming apparent, but not
objectionable. Roll response becoming er-
ratic. Time lag is noticeable, depending
upon time of comnand input.

4 ,p Mode C Roll objectionable due to ratchet-type
control movements and response. Jerky on
start and stop. The same is true in yaw
response, but not objectionable. Response
delay acceptable in yaw, annoying in roll.

4 Direct Mode Jerkiness of controls main objection.
Thumping of control surfaces very apparent.
Prefer closed-loop control at low sampling
rates due to improved turbulence response.
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excursions during step lateral-stick commands are compared. Differences

in the command response times went basically unnoticed by the pilots,

except when the responses seemed unnatural, e.g., a slow roll response

or a fast sideslip response.

The Type 1 controller was the source of most of the pilots'

-omments, and based on the results of the hybrid disturbance responses,

this reaction was to be expected. This control mode proved to be

extremely sensitive to yaw turbulence and sensor noise, confirming

the results of the hybrid tests. The pilots reported that both the

roll and yaw responses were faster than necessary, although a compari-

son of the hybrid responses of 8,P Mode C and the equivalent Type I

controller reveals nearly identical command response. It is possible

that, in the presence of both a command input and a very sensitive

controller, the pilots perceived the abrupt response as an overly

responsive controller. Another problem noted with the Type 1 controller

was an instability when the sideslip angle estimator was used. The

Type 0 controllers provided identical control using the actual and

estimated value of sideslip angle, but the Type I controller underwent

a divergent oscillation. This can be explained with reference to the

hybrid disturbance response traces (Fig. 3-8). The Type 0 controller

provides lower sensitivity- to disturbances that the Type I controller,

i.e., it uses less high frequency information. Therefore, the Type 0

is likely to be less sensitive to the phase lag introduced by the

estimator than the Type 1 controller.

The remaining observations listed in Table 4-1 deal with the Micro-

DFCS response at low sampling rates. As the sampling rate is decreased,

the control surface deflections become more pronounced, although the

pilots mentioned this only in the Direct Mode at 4 sps. The major

comment dealt with the inability to control roll and yaw precisely due

to the lags in response caused by the long sampling interval. This

became increasingly apparent during the actual tracking and maneuvering

tasks.
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In addition to the results presented in Table 4-1, several other

tests were conducted on these flights. The first was to evaluate the

Micro-DFCS command response at flight conditions other than the design

condition. At airspeeds ranging from 80 to 110 KIAS (design condition

105 KIAS), 6, Mode C was engaged. The pilot reported identical com-

mand response at all airspeeds within this range. Additionally, com-

parisons between the open-loop and closed-loop control modes were made

during tracking tasks at altitude and on final approach. The closed-

loop controller (6,p Mode C) provided improved responses over the Direct

Mode,in that it had much improved turbulence response in both roll and

yaw, allowed deadbeat corrections for runway lineup, and held the trim

bank angle (hands-off). The Direct Mode exhibited less yaw damping,

larger turbulence Upsets, and required more work during flat turn

tracking due to lateral-directional coupling.

Additional flight tests were conducted with test pilots from the

Naval Air Test Center (NATC) serving as evaluation pilots. These tests

were more specific in nature; they, included target acquisition and

tracking at altitude and Field Carrier Landing Practice (FCLP) tasks.

Each pilot rated the various control modes in each task using handling

qualities ratings (HQR) on a scale of 1 to 10; these ratings and an

explanation of each task are presented in Tables 4-2 and 4-3.

Although few pilot comments are available, and though these ratings

are very subjective in nature, several interesting trends can be seen

in the handling qualities ratings (HQR). Table 4-2 presents ratings

of each control mode evaluated in the first two flights, including

the effects of the sampling rates on the pilots' HQR. Task 1 shows

steadily decreasing pilot ratings for each increase in the sampling

interval. This is to be expected based on the general comments pre-

sented in Table 4-1 and on the performed task, where emphasis is

placed on quickly establishing the desired bank angle. As the sampling

interval is increased, the time lag between pilot command and aircraft

response increases, reducing the pilot's ability to start the desired

roll rate and to stop the roll at the precise roll angle. This is
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Table 4-2 Handling Qualities Ratings of CAS-4 Control Modes

NATC Flights #1 and #2

Sampling Task Number* *

Mode* Rate (sps) 1 2 3

Direct 10 2.5 2.5 6.0
Direct 20 2.0 2.0

a ,p Mode A 10 3.5 4.0 4.0
Hode B 10 3.0,2.5 3.0,2.5" 3.0
Mode C 10 4.0 4.0 4.0

6,p Mode A 10 4.5 4.0 5.0
Mode B 10 3.0,3.0 3.0,3.5 4.0
Mode D 10 4.5 5.0

,p Mode C 10 3.0 3.5 2.5
Mode C 8 4.0 4.0
Mode C 6 5.0 4.5
Mode C 5 6.0 4.5
Mode C 4 7.5 7.0

* See Tables 2-4 to 2-11 for mode descriptions.

** Task I Low-gain lateral maneuvering, 45-degree bank-to-bank turns.

Large control inputs with emphasis on quickly establishing

the new bank angle.

Task 2 Rapid heading changes of 3 degrees with ±1 degree accuracy.

Bank angles of less than 10 degrees. Similar to air-to-air

refueling. Foot pedals not used unless required for coor-

dination.

Task 3 Perform 30-degree (or greater) flat turns and stop on heading

within ±3 degrees.
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Table 4-3 Handling Qualities Ratings of CAS-4 Control Modes

NATC Flights #3 and #4

Sampling Tracking, KIAS kt* FCLP, 86 KIAS**

Mode Rate (sps) 1 2 1 2

Direct 10 3.0 3.0

a ,p Mode A 10 4.0 5.0
Y Mode B 10 3.0 3.0

Mode C 10 4.0 4.0

,p Mode A 10 5.0 6.0
Mode B 10 3.0 3.0
Mode D 10 3.0 4.0

M,p Mode C 10 3.0 2.5 3.0 3.0
Mode C 8 2.5 4.0 4.0 5.0
Mode C 6 2.5 2.0 3.0 3.0
Mode C 5 4.0 5.0 5.0 6.0
Mode C 4 4.0 6.0 6.0 7.0

Direct 10 5.0 6.0
Direct 20 4.0 3.0

* Task I Acquisition: Select target 35 to 45 degrees left or right of

aircraft, pull up to 75 KIAS, roll onto target, accelerate to

105 KIAS and maintain airspeed, center target within ±5 mils.

Task 2 Fine tracking: Track target using best combination of stick

and pedals,using both conventional and wings-level sidesteps.

**Task 1 FCLP initial: Evaluate last 60 degrees of approach turn, ac-

quisition of centerline. Determine ability to make correc-

tions to aircraft lateral lineup.

Task 2 FCLP final: Evaluate last 10 seconds of approach, line with

within ±5 feet, and level wings as required for touchdown.

Note: Control laws of CAS-4 were implemented for operation at 105

KIAS. The FCLP (86 KIAS) and acquisition phase of the tracking

task would generally result in a more heavily damped or slug-

gish response at lower airspeeds.
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directly reflected in the HQR of Table 4-2. On the other hand, the

ratings for more demanding tasks at different sampling rates reflected

not a steadily decreasing rating, but a relatively constant rating

leading up to a drastic drop in rating. This trend is noted both in

Table 4-2, Task 2, and in the FCLP results presented in Table 4-3,

with both pilots' ratings dropping at nearly the same sampling rate.

This suggests that a definite lower bound in acceptable sampling

rates exists for precise piloting tasks, while there is continual

degradation for less precise tasks.

The Task 3 evaluations in Table 4-2 show much lower ratings for

the open-loop controller than for the closed-loop modes. This task

was designed to demonstrate the decoupled dynamics; the flat turn

task requires precise cross-controlling with the coupled lateral-

directional open-loop dynamics, but it can be accomplished using a

single control (foot pedals) with the uncoupled closed-loop dynamics.

Finally, the results of the tracking tasks presented in Table 4-3

reveal that the ratings for the Direct Mode evaluated before the

closed-loop modes are substantially higher than ratings for the same

task performed after the evaluation of the closed-loop modes. This

could be due to a familiarization with the closed-loop dynamics prior
to the pilot's reevaluation of the open-loop dynamics.

One additional documentation~ flight was conducted to provide

the actual VRA step response characteristics; the results, recorded

on the strip chart recorder via the VRA's telemetry system (Appendix E),

are presented in Figures 4-4, 4-5, and 4-6. The roll rate and side-

slip angle command responses, Figures 4-4 and 4-5 respectively, were

recorded directly from the VRA. On these figures, the lateral

acceleration response is unreadable due to low pen heat on the recorder

and the large amount of noise present in the a ysignal (filtered for

Micro-DFCS, but not for the telemetry system). The lateral acceleration

command responses, Figure 4-6, were first recorded on tape, then sent

to the strip chart recorder with the ay signal filtered using two
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first-order low-pass filters in series, each with a bandwidth of

1.6 Hz.

The step inputs were commanded using the calibrated step input

routine described in Appendix D; command values for roll rate, side-

slip angle, and lateral acceleration flight test responses were 5

degrees per second, 5 degrees, and 0.1 g's, respectively.- These

values are identical to those used in the hybrid simulation tests,

except for lateral acceleration commands; hence, only those differ-

ences between the corresponding results or important aspects of the

flight test results are presented here.

Two minor differences are immediately apparent in the flight test

results. One is that the sense of the recorded sideslip angle re-

sponse trace is opposite to that used in earlier analyses. The

second difference is the drop-off that occurs in the roll rate re-

sponse trace following a roll rate command. This is not a function

of the control law itself; it merely reflects the safety jilot return-

ing the VPA to the nominal flight condition.

Other observations of the flight test results are more substantial

in nature. Obvious in the traces are the expected improvements of the

Micro-DFCS responses over the unaugmented VRA responses. Improvements

in roll rate command responses can be seen in the Ar and AS traces,

where the adverse yaw is eliminated (Ar) ani where turn coordination is

provided (zero AS during a steady turn). More dramatic are the effects

of the Micro-DFCS on the sideslip angle command response traces, where

great improvements in decoupling and command response are seen in

the traces of A0i, Ap, and AS. Also expected and present in the traces

is the sensitivity to disturbances of the Type I system.

In addition to producing expected and desired results, the flight

test results revealed several unexpected phenomena. First was the
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large overshoot Of the Type 1 response in re,1l to roll rate command.

This characteristic bears out the pilot cz,.-,ert that this configura-

tion had a "faster than desired" roll responz.e that did not occur

with the hybrid simulation test response. Again, this could be due

to the fact that the controller is very sensitive to disturbances.

A second inconsistency in the flight test results is the fact that

the roll rate and sideslip angle command responses did not appear to

reach their commanded values. This could possibly be due to either

the sensitivity or the scaling of the recorder. A closer examination

of the responses leads to another explanation, however. In one case

the responses reached their commanded values; the Type 1 responses

to both roll rate and sideslip angle commands reached the commanded

values while the Type 0 command responses did not. This would

indicate that a degree of model mismatch existed between the linear

model used in the design process and the actual VRA dynamic character-

istics (See Section 2.5.6 for further explanation).

This concludes the results of the in-flight testing of the Micro-

DFCS. The following chapter summarizes this investigation, and pre-

sents conclusions and recommendations for further study in this area.

4-27



5. CONCLUSIONS W1P RECOMMEFNDATIONS

The microprocessor-based digital flight control system

operating on Princeton University's Variable Response Research Air-

craft has demonstrated, in flight, advanced concepts of command and

stability augmentation. Using linear-quadratic sampled-data regulator

theory, Ty-pe 0 regulators with control rate restraint and equivalent

Ty-pe 1 regulators have been developed for singular command inputs.

These allow the precise following of a command (roll rate) whose inte-

gral (roll angle) appears in the state vector, and they have been dem-

onstrated successfully in flight. In addition, an alternative method of

defining control structures for control rate outputs, one which uses

the Tustin transform to characterize the control derivative in the

discrete-time domain, has been developed.

5.1 CONCLUSIONS

The specific objectives of this investigation, outlined in

Chapter 1, wc-e to develop and present design and analysis methodologies

for digital control structures, to demonstrate and compare these control

laws in flight, and to determine the effects of design parameters on the

resulting control law. These objectives have been achieved; the method-

ologies employed and the theoretical and actual flight test results and

analyses have been presented in the body of this text. A summary of the

major conclusions follows:

* The step response traces of the digital model, hybrid simulation,

and flight test reveal nearly identical response characteristics

at all sampling rates, indicating that the closed-loop character-

istics of the controller are unaffected by the sampling rate when

sampled-data regulator theory is used. The HQR given by the eval-

uation pilots indicate that the lower bound on the sampling rate in

this study is a function of the task and of pilot preference.
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0 The Type 1 control law proved superior to the equivalent Type 0

control law in achieving the desired command response when the

linear dy-namic model used in the design process differed from

the actual aircraft dynamic characteristics. Altering the actual

aircraft stability derivatives did little to affect the step

response characteristics of the Type 1 system, while causing the

Type 0 controller to settle at mismatched values of state and control.

* The Type 0 control law proved superior to the Type 1 system in dis-

turbance suppression and response. Hybrid simulation and flight test

results show the equivalent Type 1 system to be unduly sensitive to

disturbance inputs and measurement noise, indicating the need for

state estimation and/or restructuring of the control law. The Type 0

control law provided improved performance over the open-loop system

without state estimation.

* Satisfactory levels of closed-loop lateral-directional control can

be achieved without an operationally difficult measurement of side-

slip angle. Lateral acceleration/roll rate control structures pro-

vided nearly identical command response characteristics as sideslip

angle/roll rate controllers, while using feedback of lateral accel-

eration rather than sideslip angle. In addition, the Type 0 control

law using a first-order sideslip angle estimator based on a Kalman

filter provided identical command response as the Type 0 control law

Using the actual sideslip angle measurements.

* In the Type 0 regulator with rate restraint, using the Tustin trans-

form to characterize the control derivative in the discrete-time

domain proved theoretically advantageous to using a first-differ-

ence approximation. Using the first-difference approximation, the

initial response of the controller is independent of the parameters

used in the design process; it depends only upon the steady-state

values of the control. In some instances, this max' not be accepta-

ble; an alternate method of defining the initial responses or an
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alternate form of the control law may be desired. The Tustin

transform approach provides an alternative form; using this ap-

proach, the initial command response characteristics are shaped

by the choice of weighting factors used in the design process.

These results are borne out by computer generated response traces

based on the digital model, although this alternate form was not

implemented in the Micro-DFCS.

0 The equations of modern control theory can be used to define

command structures for singular command inputs through simple

matrix manipulation. By removing the integral of the command

variable from the state vector and treating it as a disturbance,

and by moving its dynamics fron. the system dynamics matrix to the

disturbance effects matrix, the system can be treated as non-

singular with known disturbances. This manipulation is required

in computing steady-state relationships and in defining equivalent

Type 1 command structures.

0 The equations of modern control theory combined with microcomputer

technology provide substantial capacity for conducting advanced

research in digital flight control. The microcomputer used in this

study has the speed to execute advanced control laws at the sam-

pling rates afforded by modern control theory design concepts. Exe-

cution of the Type 0 regulator with control rate restraint using

two pilot inputs, two aircraft controls, and four-state feedback

utilized a maximum of 37'0 of the available duty cycle at a sampling

rate of 10 sps; this figure could have been reduced had the en-

tire control algorithm been optimized with respect to time. The

speed of this computer coupled with its ease of expansion (addi-

tional memory, analog channels, or other peripheral devices),

make the microcomputer/modern control theory combinvtion an attrac-

tive means of future research in the area of digital fhlght control.
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S.2 RECOM-ENDATIONS

Based on experiences gained and results gathered from this

investigation, recommendations are made for the continuation of research

into digital flight control using microprocessor technology. These

include the following:

0 A Type 0 regulator with control rate restraint designed using

the Tustin transform to characterize the control derivative

should be coded and implemented in the Micro-DFCS. Preliminary

investigation indicates that this form of the control law is ad-

vantageous in that the initial response is dependent upon the

design parameters. It remains to be seen whether the implementa-

tion and the overall closed-loop performance of such a control

law prove superior to its alternate form and warrant its inclu-

sion in an operational system.

9 Further investigation into the Type 1 regulator is warranted.

Initial investigation revealed that the Type 1 system did null

steady-state errors, even in the presence of severe model

mismatch, although this was severely outweighed by its undesira-

ble characteristics, notably its extreme sensitivit) to disturbance

and noise and its instability when used with the sideslip angle

estimator. Areas of investigation should include possible re-

structuring of the control law itself, and the use of state es-

timation. Ihile it was the state estimation which caused the

Type I system to become unstable, it should be noted that it was

a first-order Kalman filter with constant gains, whose use may

be unjustified in the case of the Type 1 system. A higher order

Kalman filter could improve the situation and should be investigated.

* Consideration should he given to filtering all the signals from

the sensors and pilot controls before the A/D conversion to pre-

vent high frequency noise from being folded into the frequencies

of interest by the sampling process. If this high frequency content
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is large in magnitude relative to the frequencies of interest,

the actual sampled data is distorted and the performance of the

Micro-DFCS is adversely affected. In an operational system, all

inputs would be filtered to guard against noise, and such mea-

sures are recommended here, especially for further research into

the Type 1 system. Only the a ysignal was filtered in this in-

vestigation.

* The flight tests conducted in this investigation were conducted

in smooth air. Further tests should be conducted in turbulent

air to reevaluate the closed-loop dynamics in the presence of dis-

turbances. Emphasis should be placed on determining the effects

of the sampling rate on closed-loop control with disturbances pre-

sent.

* As the control algorithms become more complex, extreme care should

be taken to ensure that all Flight Control Routines are written

to conserve time, not memory. The most critical element in the

control calculation is the time between input and output; the time

between pilot command and controller response must be kept at an

absolute minimum. The experimental system should have enough

memory so that space conservation is not a consideration. Time

should be conserved by minimizing the number of necessary computa-

tions, eliminating generalized subroutines from the control program,

and by making each Flight Control Routine specific to its task.
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APPENDIX A

Ierivation of the Linear-Quadratic Regulator with Rate Restraint

Using the Tustin Transform

An alternate form of the Type 0 control law with control rate

restraint is desired for the reasons presented in Section 2.3-3. Using

a first-difference approximation for control rate, the initial control

response is independent of the weighting factors used in the design pro-

cess. By using the Tustin Transform instead of the first-difference

approximation, an alternate form of the control law is derived which

allows shaping the initial command response with weighting factors.

This derivation proceeds as follows.

The following relationships are defined as before:

' = Au - Au* (A-l)

L= Ax - Ax* (A-2)

tv=Au Au* AL (A-3)

since Au* = 0. The desired control law is given by

or KI A4 - K2 A (A-4)

or

A!= -K1 AR - K2 (Au - Au*) (A-S)

Taking the Laplace Transform of this yields

(sI + K2) A.U(s) = -K1 AR(s) + K2 A4(s) (A-6)

Defining the Tustin Transform as

S = 2 ( Z A () - A (A-7)

and substituting it into A-5 yields
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( z Q -+ 2-k 1 -k 2 11 (A-8)

Expanding equation A-8 leads to

I + K2)z + (K2- J4- I)=A = (z + 1)[-KA + K2 A_) (A-9)

Transforming this back to the discrete domain and shifting the sampling

index using

ZA- 1 ; IY- -k-4,

gives

2 -+ (K2  (A
(2tJ • 2  -K1 c~ x • K2 t 4  {1 AAt)

The final form of the control law is

2L 14 -1 2( I - K4 A. UA tk _-(_ ' K2) - [ -2 At _ 2)A4 -1Y. -_I A 4- 1) " 2Cu " u _ ] (A-11)

This form must satisfy two conditions to provide the desired pro-

perties: the initial response should depend upon the optimal gains,

and the control should reach the desired stead), state in the limit.

Suppose that the system is at rest with

A 1  -1 = A-I =" -I A ="- A 0

Then for some initial commands

L 4 $ 0

Equation A-Il provides that

2 -+ * 4
= (= (- I + K2) IK 1 Ax + K2 A9J (A-12)

and the first condition is met. Similarly, under steady state conditions,
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and

Ai k- 0

Ak = A~k_ 1 ; 0

Then Equation A-11 reduces to

(2 1 + K I K2 )AUk + 2K Aa]

2 - I + K2 ) I + K)Au

and the second condition is met. Thus Equation A-11 is the desired form

of the Type 0 controller with control rate restraint.
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APPENDIX B

Derivation of a Type 1 Control Law for Commands Whose Integral

Appears in the State Vector

An equivalent Type I controller is derived for a command

whose integral appears in the state vector. When this is not the case,

a Type 0 control law is transformed into an equivalent Type 1 control-

ler by simple manipulation of the gains according to the relationship

presented in Section 2.3.4,

[c(I)I)

IC1  C,] = [At K1 tAK2] (B-1)

H Hu

When the integral of a command appears in the state vector, however,

the compound matrix in Equation B-I is non-invertible, and a new rela-

tionship must be found. The development of the control law for this

case is presented.

The state vector is first redefined as in Equation ( 3-26),

AVT = [Ar A Lpi (B-2)

and A is treated as a disturbance. Using this relationship, the Type

0 control law, Equation 2.3-55,

*11 = (I - AtK9)Ai_ - AtK AR (B-3)

can be rewritten as

A4 = (I 2 - AtKj Ai l - K (B-4)
-2 :4-1 AtK)L 1-- I , k-i

where K[ represents the first three columns of K and K represents

the optimal gains for roll angle (i.e., the last column of Ki). Using

this reduced-order vector, a relationship similar to Equation B-I is

defined, where the primed terms indicate a reduced-order matrix:
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Now this matrix is non-singular, and the equivalent Type I controller

can be defined.

AtK' = (B¢-I' : C-6)

AtK 2 = C' F' + C2H u  (B-7)

Substituting these into Equation B-4,

-- tK ( ) -k-c B-)

Recalling that when 0 is treated as a disturbance,

¢'I-x + F'A-k-1 + 1 'Ak-1 = (B-9)

Equation B-8 can be rewritten as

- kI . "Cj(Aik - Aik-) - c 2 (H;_ l * k) -A' A tk OWL (B-I10)

Using the assumption that each command can be treated as a step

input, that is that AvZ remains constant over the interval and the pilot

commands state variables directly, and using Equations 2.3-35 through

2.3-38,

14 -A1 = S1 A (A"k - "Ak-) (B-I)
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Au_ =A ~S' A (A - A) (B-12)
-k-

and

SA
4*k = A*p At (B-13)

Substituting these into Equation B-10 yields the final form of the equi-

valent Type 1 controller,

A4. = A4k-1 - Si1A(AP*At) - Ci[(A2 - Ax' + SIA( P*At)]

- C2(HA&j_1 -d) + (CiA - Atkq)(Nk - (B-14)

The final term in Equation B-14 was assumed to be negligible in the body

of this work.
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APPENDIX C

Description of APL Functions for Generating Optimal Gains and Time

Histories

The equations from modern control theory presented in Chapter

2 are coded in APL functions. A description of each of the functions,

presented in Table C-I, is given below:

AUG - Builds a discrete control effects matrix for the augmented

system given by Equations 2.3-45 and 2.3-46. F' is returned

in variable GAMPR.

AUGPHI - Builds a state transition matrix for the augmented system

given matrices I and T. '' is returned in variable STMPR.

DCOV - Calculates discrete-time covariance matrix for Kalman filter

gain calculations. Uses simple Euler integration in 100 steps.

Uses Equation 2.4-15.

FCLOOP - Calculates the closed-loop F matrix for the augmented system

given ', F', and the optimal gains. FCL is returned in var-

iable FCL. Uses Equation 2.3-1.

GAIN - Calculates optimal gains according to Equation 2.5-51. Gains

are returned in variables KI and K2.

GAIN I Calculates Type 1 optimal gains using Equation 2.3-68. Gains

returned in variables C1 and C,.

GAVSA - Calculates the discrete control effects matrix, ", using

Equation 2.3-6. Given the state transition matrix, 4, it

returns F in variable GM.

GENSTNI - Generates 100 4 matrices using time intervals of 1 percent

increments of the sampling interval. These matrices are for
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use in the generation of the discrete weighting matrices.

IDENT - Builds an identity matrix of dimension specified as the

argument. Matrix is returned in variable I.

KALG - Calculates the steady-state discrete time state covariance,

€, and Kalman filter gains, K,using Equation 2.4-35 and 2.4-36.

LAMBDA - Calculates the disturbance effects matrix, A, given the matrix

¢, using Equation 2.3-39. Result returned in variable LAM.

OLV - Calculates time histories for the open-loop response and Kalman

filter response. Uses Equations 2.3-4 and 2.4-7. Aircraft

response is stored in matrix Ax while estimator histories are

stored in matrix XET. These matrices are used in the 10

LINPLOT routines to plot the time histories.

QM - Calculates discrete weighting matrices 0, N, and R from con-

tinuous Q' and R'. Uses simple Euler integration in 100 steps

according to Equations 2.3-47 through 2.3-49.

RICCATI Solves Riccati equation (Equation 2.3-52). Result returned

in variable P.

QPRIME - Calculates the continuous matrix Q' based on state, state rate,

and control weightings. Uses Equation 2.3-76. Result return-

ed in variable Q'.

SMATRIX - Computes the steady-state relationships Sll, S 12, $21 and S,,

using Equation 2.3-34.

STATECOV - Propagates the state covariance matrix P and stores the re-

sults for plotting. Uses simple Euler integration and Equa-

tion 2.3-14. Results stored in matrix PT for plotting using

the 10 LINPLOT routines.
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STMDYN - Calculates the state transition matrix, , given the time

interval and matrix F. Uses Equation 2.3-5. Result returned

in variable PHI.

SYSMODEL - Generates a time history for the closed-loop system. The

function will ask if a printed table is desired (answer yes

or no). The time history will run for 5 seconds unless

'BREAK' is depressed. The histories are stored in matrices

DELX and DELV. DELX contains the histories of Lr, A, Lp,

and A . DELV contains the histories of 6R and MA. The

histories are plotted using the 10 LINPLOT functions. Uses

Equations 2.3-4 and 2.3-56.

SYSMODEL 1 - Generates time histories for the type 1 system. Results

are stored in matrices DELX and DELU, as in SYSMODEL. Uses

Equations 2.3-4 and 2.3-75.
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Table C-I continued.

C [A I. 11N1111F

7k II IIE6..i i : .. T .X "4 F :' . 1 4 '

1-7]

[9] T: gE 11 F-IXi1'- . U F:

[L .7*1 t. 'I K7 / .- * f£"C' Y I . A1Al-

J .1 , I -:.., !F '

i. l f. 2 :r>L..-[ ;,n-

.7I ;:2 r :,; C ..;. L 0i x1 U D::[ :2;1j).f( (2 3 AiC' 1 -4 (MI )+,x2:1 .., xL , xt'

E[ ' I I '. u r,; xi Iffi): f.:. 4Thf , ;.. x 'tu 4l I:F: ,-C - (CI++X( :-' 4

1 1 . 6 '.] , (;- S ( T i.. x :' ).+. CS~ 44 .1. + : 'x ..)

E' L7 '1 .(1 r l/4-r

1, 1. ,0 J t . t

1 20D] E.- L.- u

D ? ,::I F", I.. ,. 1:

L",:. 4 .] .," ..'
-4 14 03 0 F

~C-10O

( 7,2 ]-..tLorJ



Using these programs, and following the algorithm outlined in

Figure 3, the following sequence outlines the steps used in finding

the optimal gains. The public workspace 3 EIGENVAL is used in calcu-

lating eigenvalues.
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APPENDIX D

The Micro-DFCS Control Program

D-1 DESCRIPTION OF CAS-4 ROUTINES

The routines of CAS-4 are divided into three categories:

Executive, Utility, and Control Routines. Each of these is documented

in the source listing with line comments and a header for each sub-

routine. In addition, a description of the major elements of CAS-4 is

presented here.

Executive Routines

The executive program provides for CPU initialization, CDU

interface and command recognition, and a memory check error detection

routine. INITIALIZATION routines set the hardware timer, the mathema-

tics board, I/O ports (parallel and serial), and the analog board; it also

initializes flags, registers, and RAN storage space to be used in other

routines. CDU INTERFACE checks for inputs from the CDU and allows the

user to set the desired parameters for CAS-4 operation. MEMORY CHECK

is one of the error detection routines employed in CAS-4. Every, 50 sam-

ples it adds the entire contents of CAS-4 in an 8-bit register and,
ignoring the overflow, compares the result with a known sum. If the

two differ, a message is displayed on the CDU indicating that some part

of the memory has been altered.

Utility Routines

The routines CLEARLINE, CONSOLE OUTPUT, NUMERIC INPUT, ENTRY

ERROR, SERIAL OUTPUT, HEX INPUT, and CONSOLE IN are used to display and

enter data on the CDV. BLINK is a second error detection method that

flashes a light on the instrument panel to indicate that the operational

CAS-4 program is running properly. It is called once in every flight

control interrupt service routine. ANALOG TO DIGITAL COWERSION selects

the proper analog input channel, initiates the conversion, and stores

D- 1
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the results. COUNT UP DISPLAY generates an increasing sequence of num-

bers 1-9 on the bottom line of the CDU. This indicates the hardware

interrupt is working, the time interval between interrupts, the program

has been initialized, and that the D/A converters are operating proper-

ly. INTERRUPT COUNT increments a timer each time an interrupt service

routine is executed. This is used in conjunction with the error detec-

tion routines to determine the exact location of the error. LIMIT

ANALOG OUTPUT prevents the analog output channels from switching instantly

from +10 volts to -10 volts, or vice versa. This condition occurs when

the control law calculates a control position corresponding to a voltage

magnitude greater than 10 volts because of the method used for convert-

ing floating point numbers to fixed point format. MODE CHANGE allows

the user to select I of 20 possible flight control configurations. In

CAS-4, only 13 of these modes were used: one direct mode, three lateral

acceleration-roll rate controllers with different gains, four sideslip

angle-roll rate modes with different gains, four sideslip angle-roll rate

controllers with identical weightings at different sampling rates, and

one Type 1 sideslip angle-roll rate control mode. MATH UNIT DRIVER loads

the high speed mathematics unit with the two arguments to be operated

on, initiates the operation, and stores the result in RAM. This routine

is relatively slow (230 msec) and very general in nature; it should

not be used in the flight control algorithms where time is a critical

factor. MATHI ERROR PROCESSOR is the third error detection routine in

CAS-4. It checks for errors in the mathematics unit (such as divide

by zero). It displays the type of error that has occurred and the num-

ber of times the math unit has been used in the current control law

execution cycle on the CDU. This allows the user to locate the exact

location of the error in the control program. CALIBRATED STEP INPUT

allows the pilot to command a step input in any of the analog channel

inputs. Once the value of the step is entered, the command is initiated

by depressing the CDU's "carriage return" key. The command is halted

by depressing any CD,' key. TIMER allows the user to reset the interrupt

timer through the CDU to change the sampling interval. The user enters

the four-digit hexidecimal number corresponding to the desired sampling

interval. Two other routines that were not used in this investigation
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are available in CAS-4. SET DELA and DELAY allow the user to insert

pure time delays between command input and command response. By enter-

ing the delay, either by specifying a number of samples to be delayed

or a delay time in milliseconds, the user can evaluate the effects of

time delays on control performance factors. Similarly, RESOLUTION al-

lows the user to mask hits from the Micro-DFCS outputs. This allows

the user to experiment with an eight-bit controller, for example, to

determine the effects of a lower bit resolution on control effectiveness.

Flight Control Routines

The flight control routines are of two types: the flight con-

trol mode set-up routine, and the flight control mode interrupt service

routine. The flight control mode set-up routines are called using the

IODIF CtLANGE routine. Once the desired mode is entered through the CDI,

the control program branches to that mode's set-up routines. Thes,

routines are responsible for several key elements in the flight control

calculations. First, these routines load the starting address of the

desired mode's interrupt service routine Ccontrol law execution prograr

at the interrupt branch point. This allows the desired control prolran

to he executed on each timed interrupt. Second, the set-up routine sar-

ples and stores values for all aircraft states and command inputs.

,These values will be used in the control law to calculate perturbation

values. Finally, these routines set the optimal gains which correspond

to the selected mode of operation and at a voltage level on the analog

status channel to identify the mode of operation. These routines follow

the flow chart depicted in Figure D-1.

The flight control interrupt service routiies are executed on ever\

timed interrupt according to the flow chart depicted in Figure D-2.

Once the starting address for these routines has been set at the inter-

rupt branch point by the set-up routine, the.se routines are given the

highest priority over all other routines. The service routines contain

te logic that calculates the desired control perturbation, .',u, based

on perturbat ions in state or command.
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The DIRECT MODE INTERRUPT SERVICE ROUTINE takes in commands from

lateral stick and foot pedals, calculates the perturbation in each,

adds any step bias, multiplies this by a gearing factor, and sends Ai
the values to the ailerons and rudders, respectively.

The LATERAL ACCELERATION-ROLL RATE COMMIAND SERVICE ROUTINES cal-

culate aileron and rudder commands, 6A and 6R, based on measured values

of 6S, 6P, r, a y p, and *. The measured inputs first must be format-

ted and scaled before the control calculations can begin. The analog

signals are converted to 12-bit fixed point binary numbers, then to a 32-

bit floating point format for use in the mathematics unit. Next, the

nominal value for each, stored by the set-up routine, is subtracted

from the measured value to calculate the perturbations in each. At this

point, if a step bias has been added to any channel using the CALIBRATED

STEP INPUT routine, that value is added to the perturbation value. These

values must then be scaled to the appropriate units of motion prior to

the control law computation. These staling factors are stored in MiN.

Following the control law calculations, the computed values of 6A and

6R, must first be converted from radians to volts. Finally, they are

converted back to 12-bit fixed-point format, converted to analog voltages.

and sent to 6A and 6SR. In a similar manner, SIDESLIP ANGLE-ROLL RATE

COSIAND INTERRUPT SERVICE ROUTINE and TYPE I CONTROL INTERRUPT SERVICE

ROUTINE calculate values of 6A and 6SR based on measured values of 6SS,

6SP, r, 8,p, and 0,according to Equations 2.3-S6 and 2.3-75.

D- 6
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APPENDIX E

Research Systems

E.1 VARIABLE-RESPONSE RESEARCH AIRCRAFT (VRA)

The VRA is a highly-modified Navion equipped with inertial,

air data, and navigation sensors, as well as six independent force and

moment controls. The VRA, shown in Figure E-l, has been used to con-

duct a broad range of experiments in aircraft flying qualities, human

factors, and control in the past. The aircraft has played a major role

in establishing current military and civil flying qualities criteria,

and with the addition of the Micro-DFCS, the VRA is equipped to expand

this type of research, as well as to investigate advanced digital con-

trol concepts [29].

Independent control of three forces and three moments is provided

by commands to the elevator, ailerons, rudder, throttle, direct-lift

flaps, and side-force panels (Figure E-2). The control surfaces are

driven by hydraulic servos originally fitted to the B-58 aircraft. The

modified VRA units incorporate solenoid-actuated valves with force-

override features for quick disengagement. Characteristics of the con-

trol effectors are summarized in Table E-1. Surface rate limits are

seen to range from 60 to 110 deg/sec. Bandwidths are given for flat

response and 6 db attenuation (in parenthesis), except that thrust band-

width is specified by the frequency for 3 db attenuation. The aircraft's

normal operating speed range is 65 to 120 KIAS; maximum specific forces

and moments ("control power") are given for 70 KIAS. At 105 KIAS,

maximum direct lift and side-force accelerations are I g and

O.S g, respectively. The sensors used for most flight testing include

* angular rate gyros and linear accelerometers for all three axes, verti-

cal and heading gyros, dual angle-of-attack and sideslip-angle vanes,

radar altimeter, indicated airspeed, control surface positions, and cock-

pit control positions. Several other signals (e.g., air temperature,

barometric altimeter, altitude rate, and TALAR microwave landing system

signals) are available for system feedback or telemetry recording. The
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I.

Figure E-l. Variable-Response Research Aircraft.
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Table E-l VRA Control Characteristics

Maximum Specific
Displacement Rate Limit, Bandwidth, Force or Moment

Control Limit, deg deg/sec Hz (AS a 70kt)

Roll 30. 70. 5 (10) 4.1 rad/sec2

2
Pitch -30. 70. S (10) 4.4 rad/sec

Yaw 15. 70. 5 (10) 1.9 rad/sec2

Thrust 0.6 0.l g

Sidere35. 60. 2 (3) 0.2S gForce

Normalorce 30. 110. 2 (3) 0.5 gForce

I
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present telemetry system allows 42 data channels to be multiplexed and

transmitted to the FRL ground station described below.

The VRA is operated by a two-man crew during all research. In ad-

dition to the evaluation and safety pilot mentioned earlier, the safety

pilot has at his control an "automatic go-around" abort mode which makes

safe experimentation through touchdown possible. This abort mode com-

mands a 20 deg flap setting and climb power when activated; at 70 KIAS

on a 6-deg glideslope, and up-flap "hardover" failure can be cor-

rected and climbout can be initiated with a maximum altitude loss of 10

feet.

E.2 EXPERIMENTAL FACILITIES

The VRA is operated from the flight test facility at Princeton

University's James Forrestal Campus. The facility includes the FRL han-

gar, laboratories, and shops, plus a 3000 ft Basic Utility II runway.

TALAR 3 and 4 fixed-beam microwave landing systems (MLS) furnish preci-

sion approach-path guidance.

The ground station at the FRL is used to receive, record, and analyze

the telemetered data from the VRA. It includes a Honeywell seven-chan-

nel tape recorder, an FM or AM receiver presently operating at 1458 MHz

in the FM mode, a telemetry demultiplexer with five translators, an EAI

TR-48 analog computer, a radio telephone, and a six-channel paper strip

chart recorder. The PDM telemetry system provides 42 data channels, each

sampled at a rate of 20 sps. The telemetry data from the receiver can

be recorded on tape and demultiplexed fiie channels at a time for plot-

ting on the strip chart recorder. The analog computer scales and buf-

fers all input channels from the translators to the strip chart recorder,

in addition to providing ground-based simulations for the VRA and other

dynamic systems [18].
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